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1. Introduction (1)
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e+ momentum spectrum

Main	background:	radiative	decay	to	!" → #"$%&
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• Ke2g = IB + SD : SD is a background which have to be subtracted
• The SD branching ratio and form factor can be determined for the estimation 
of background fraction 

•We will publish the results after careful estimation of systematic 
uncertainties 
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1. Introduction (1)
Subtraction of +/21 (SD)
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2. Introduction (2)
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2. Introduction (2)

ChPT(Chiral Perturbation Theory) at O("#)

where re = m2
e/m

2
K . The relation between the transfer momentum p2 and x is given by:

p2 = m2
K(1 − x). (25)

From Eqs . (1) and (23), we obtain the double differential decay rate of K+ → e+νeγ as

d2Γ

dx dy
=

m5
K

64π2
αG2

F sin2 θc(1 − λ)A(x, y), (26)

where λ = (x + y − 1 − re)/x and

A(x, y) = AIB(x, y) + ASD+(x, y) + ASD−(x, y) + AINT+(x, y) + AINT−(x, y) ,

AIB(x, y) =
4re|FK |2

m2
Kλx2

[
x2 + 2(1 − re)

(
1 − x −

re

λ

)]
,

ASD+(x, y) = |FV + FA|2
x2λ2

1 − λ

(
1 − x −

re

λ

)
,

ASD−(x, y) = |FV − FA|2x2(y − λ) ,

AINT+(x, y) = −
4re

mK
Re[FK(FV + FA)∗]

(
1 − x −

re

λ

)
,

AINT−(x, y) =
4re

mK
Re[FK(FV − FA)∗]

1 − y + λ

λ
. (27)

By integrating out the y variable in Eq. (26), we obtain the differential decay rate as a

function of x to be

dΓ

dx
=

m5
K

64π2
αG2

F sin2 θcA(x) (28)

where

A(x) = AIB(x) + ASD+(x) + ASD−(x) + AINT+(x) + AINT−(x) ,

AIB(x) =
4reF 2

K

m2
K

[
(x + re − 1)[x2 + 4(1 − re)(1 − x)]

1 − x

−
x2 + 2(1 − re)(1 − x + re)

x
ln

re

1 − x

]
,

ASD+(x) = |FV + FA|2x3

[
1 − x

3
−

re

2
+

r3
e

6(1 − x)2

]
,

ASD−(x) = |FV − FA|2x3

[
1 − x

3
−

re

2
+

r3
e

6(1 − x)2

]
,

AINT+(x) =
4re

mK
Re[FK(FV + FA)∗]x

[
1 − x

2
−

r2
e

2(1 − x)
+ re ln

re

1 − x

]
,

AINT−(x) =
4re

mK
Re[FK(FV − FA)∗]x

[
−1 + 3x

2
+

r2
e − 2xre

2(1 − x)
+ (x − re) ln

re

1 − x

]
. (29)

It is clear that the contributions to the decay rate from the IB and INT± parts are sup-

pressed due to the small electron mass.
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• CsI(Tl) module: 768
• Total weight�1.7 ton
• Acceptance: 75%
• PIN photodiode readout
• Amplifier time constant ~1 μsec
• 25 MHz FADC wave record

JPS 2017.9 19pK34-7
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2016/09/22 H.	ITO,	ENERGY	CALIBRATION	FOR	CSI(TL)	CALORIMETERS	FOR	E36	EXP. 5
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3. CsI(Tl) calorimeter & γ detection 
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4. CsI(Tl) performance check using !"# (!% → '%'()
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5. e+ momentum spectra in E36
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6. Form factor determination for !"#$
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7. Summary

• Ke2γ is an important background for RK determination.

• The CsI performance was checked using Kπ2.
• e+ spectra with 0γ, 1γ, and 2γ was consistent with MC Ke2,
Ke3, and Ke2γ.

• Form factor Ke2γ was determined preliminary.
• Next prospection

Branching ratio <(>?@A) determination carefully

Systematic uncertainty estimation

>?@A subtraction for RK determination
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where �r is a radiative correction due the internal bremsstrahlung process (IB) which, by
definition, contributes to RK (unlike the structure dependent process (SD)). A Minimal Super-
Symmetric (SUSY) extension of the SM (MSSM) with R-parity conservation has recently been
considered as a candidate for new physics to be tested by RK [2–4]. In the case of Kl2, in
addition to the W± exchange, a charged Higgs-mediated SUSY lepton flavor violating (LFV)
contribution can be enhanced if accompanied by the emission of a ⌧ neutrino. This e↵ect can
be described as
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where MH+ is the mass of the charged Higgs and �13 (. 10�3) is the term induced by the
exchange of a Bino and a Slepton. Taking �13 = 5 ⇥ 10�4, tan� = 40 and MH+ = 500 GeV,
would yield to a value of RLFV

K
= 1.013⇥RSM

K
. It is therefore possible to reach a contribution

at the percent level due to possible LFV enhancements arising in SUSY models.

Figure 1. Contributions to RK from (a) SM and (b) LFV SUSY. A charged Higgs-mediated
LFV SUSY contribution can be strongly enhanced by the emission of a ⌧ neutrino.

Recent in-flight decay experiments, such as KLOE [5] and NA62 [6], have measured the RK

ratio leading to a current world average of RK = (2.488 ± 0.010) ⇥ 10�5. The E36 experiment
at the Japan Proton Accelerator Complex (J-PARC) by the TREK (Time Reversal Experiment
with Kaons) collaboration aims to provide a competitive measurement of RK with di↵erent
systematics.

2. RK measurements using stopped K+ at J-PARC
The E36 experiment, which is part of the TREK program at J-PARC, was set up and fully
commissioned at the K1.1BR kaon beam line between fall 2014 and spring 2015. The data
collection was completed by the end of 2015 using an upgraded version of the KEK-PS E246
12-sector superconducting toroidal spectrometer [7] used in a previous T-violation experiment
at KEK [8–10]. The incoming K+ is tagged by the Fitch Cherenkov counter before stopping
and decaying in the active target, which consists of 256 scintillating fibers (3 ⇥ 3 ⇥ 200 mm3)
oriented in the direction of the beam, providing a precise kaon stop location in the transverse
plane. Wrapped around the fiber target is a Spiral Fiber Tracker (SFT), which consists of
two pairs of scintillating fiber ribbons of opposite helicity bundled together around the target,
providing the longitudinal coordinate of the outgoing decay particles [11]. This target+SFT
system is surrounded by 12 time-of-flight counters (TOF1) and 12 aerogel [12] counters (AC)
aligned with the 12 sectors of the toroidal spectrometer and forms the “Central Detector”.
A highy segmented (768 crystals) large acceptance CsI(Tl) photon calorimeter barrel covering
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!" → $"%& Dalitz Density

This is a domination!
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2. !" → $"%& SD in ChPT(Chiral Perturbation Theory)
arXiv:hep-ph/9208204v1 4 Aug 1992
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ChPT	O(p6):	!" = !" 0 1 + 5 1 − 7 , !$ = !$ 0

5~0.4 and	!" 0 +!$ 0 = 0.125 were	published	by	KLOE	group	(2009).
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2. PQ → SQTU SD in ChPT(Chiral Perturbation Theory)
arXiv:hep-ph/9208204v1 4 Aug 1992
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e+ momentum spectra 1γ
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e+ momentum spectra 2γ
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6. Ke2γ branching ratio

%&()*'+) =
. /*'+0+

N /*'0+
Ω /*'0+

Ω /*'+0+
%()*')

%'()*'+) =
. /*'+&+

. /*'0+
Ω /*'0+

Ω /*'+&+
%()*')

= (1.69 ± 0.107898)×10:$

= (1.38 ± 0.117898)×10:$

%()*') = (1.582 ± 0.007)×10:$

%@ABC9DB()*'+)
=(1.52 ± 0.197898)×10:$

Next prospection : 
Comparison with % )*E
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Ke2γ branching ratio
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= (1.69 ± 0.105676)×109:

= (1.38 ± 0.115676)×109:
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Phys. Lett. 55B, 3 (1975) 324

PDG’18 
Eur. Phys. J. C 64 (2009) 627.
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Preliminary

!($%&) = (1.582 ± 0.007)×109:

Nucl. Phys. B 149, 3 (1979) 365
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6. Discussion & Prospection

Systematic uncertainty 

Branching ratio sigma
Ke2 branching ratio 0.44%
Threshold determination Not yet
Spectrometer acceptance Not yet

Form factor λ (90%CL)
CsI gain calibration 2.65%
Detector arraignment Not yet

Not yet



2018/09/15 27
2017/9/12 10

ÊÒÃ»ÏÑ¿ÈÌÐÔ¿ÍÒ ��n��{��v
��t�o�~pn�����n

PGCTOF2
C4C3GV

C2

γ

e+

CsI(Tl)

X-axis
20− 15− 10− 5− 0 5 10 15 20 25 30

Y-
ax

is

10−

5−

0

5

10

15

20

25

30

35

40

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2[mm]
K stop: (20.0,6.4,-35.7)
TOF1: (-11.0,-49.5,-33.9)

SFT(1): (26.3,30.5,-31.6) (-5.7,-39.8,-34.2) (-5.7,-39.8,-34.4)
(-6.1,-39.8,-34.3)

SFT(2): (26.8,32.5,-31.2) (-6.7,-41.6,-34.2) (-6.6,-41.6,-34.3)
(-7.1,-41.5,-34.2)

Target dE (Event: 5301)

X-axis
20− 15− 10− 5− 0 5 10 15 20 25 30

Y-
ax

is

10−

5−

0

5

10

15

20

25

30

35

40

0

1

2

3

4

5

6

7

8

9

10[mm]
K stop: (20.0,6.4,-35.7) Opeing angle 0.0 deg

= 232.4 MeV+e
p

= 175.9 MeVγE

Target dt (Event: 5301)

Z-axis
10− 5− 0 5 10 15 20 25 30

Y-
ax

is

0

10

20

30

40

50

60

70

80

0

20

40

60

80

100

120

140

160

180

200

1B/D
1B/U

1F/D
1F/U

2B/D
2B/U

2F/D
2F/U

3B/D
3B/U

3F/D
3F/U

4B/D
4B/U

4F/D
4F/U

5B/D
5B/U

5F/D
5F/U

6B/D
6B/U

6F/D
6F/U

7B/D
7B/U

7F/D
7F/U

8B/D
8B/U

8F/D
8F/U

9B/D
9B/U

9F/D
9F/U

10B/D
10B/U

10F/D
10F/U

11B/D
11B/U

11F/D
11F/U

12B/D
12B/U

12F/D
12F/U

Total Energy = 156.28 MeV

Target Evnt: 5301

z (cm)
100− 50− 0 50 100 150 200

r (
cm

)

200−

150−

100−

50−

0

50

100

150

200

TTC (Gap)=7 
TOF2 (Gap)=7 
PGC (Gap,ID)=(7,1) 

Target

X-axis
20− 15− 10− 5− 0 5 10 15 20 25 30

Y-
ax

is

10−

5−

0

5

10

15

20

25

30

35

40

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2[mm]
K stop: (8.8,-2.3,-18.7)
TOF1: (-16.8,-47.5,-23.8) (-14.2,-49.0,-24.4) (-14.3,-48.9,-24.5)

SFT(1): (24.8,31.7,-36.5) (-11.7,-38.5,-22.8) (-11.5,-38.6,-22.8)
(-14.6,-39.4,-26.0) (-40.2,-1.9,-76.9)

SFT(2): (25.6,33.4,-37.4) (-12.6,-40.2,-23.0) (-12.4,-40.2,-23.0)
(-42.1,0.9,-80.6)

Target dE (Event: 34001)

X-axis
20− 15− 10− 5− 0 5 10 15 20 25 30

Y-
ax

is

10−

5−

0

5

10

15

20

25

30

35

40

0

1

2

3

4

5

6

7

8

9

10[mm]
K stop: (8.8,-2.3,-18.7) Opeing angle 0.0 deg

= 239.5 MeV+e
p

= 71.5 MeVγE

Target dt (Event: 34001)

Z-axis
10− 5− 0 5 10 15 20 25 30

Y-
ax

is

0

10

20

30

40

50

60

70

80

0

20

40

60

80

100

120

140

160

180

200

1B/D
1B/U

1F/D
1F/U

2B/D
2B/U

2F/D
2F/U

3B/D
3B/U

3F/D
3F/U

4B/D
4B/U

4F/D
4F/U

5B/D
5B/U

5F/D
5F/U

6B/D
6B/U

6F/D
6F/U

7B/D
7B/U

7F/D
7F/U

8B/D
8B/U

8F/D
8F/U

9B/D
9B/U

9F/D
9F/U

10B/D
10B/U

10F/D
10F/U

11B/D
11B/U

11F/D
11F/U

12B/D
12B/U

12F/D
12F/U

Total Energy = 65.31 MeV

Target Evnt: 34001

z (cm)
100− 50− 0 50 100 150 200

r (
cm

)

200−

150−

100−

50−

0

50

100

150

200

TTC (Gap)=7 
TOF2 (Gap)=7 
PGC (Gap,ID)=(7,2) 

γ

e+

e+,	γ primary	generation	using	 form	factor	fof Ke2γ	

2017/03/10 Geant4	MC	Simulation	Progress 2

 (MeV)γE
0 50 100 150 200 250

 (M
eV

)
e

E

0

50

100

150

200

250

hh
Entries  10000
Mean x   164.8
Mean y   190.3
RMS x      50
RMS y    49.8

0

5

10

15

20

25

30

35

40

45

50

hh
Entries  10000
Mean x   164.8
Mean y   190.3
RMS x      50
RMS y    49.8

γ eν + -> e+(SD): Kγe2K

genEne[1]
0 50 100 150 200 250

ac
os

(c
os

Th
)*

18
0/

3.
14

0

20

40

60

80

100

120

140

160

180

0

10

20

30

40

50

acos(cosTh)*180/3.14:genEne[1] {genEne[0]>229}

Eγ (MeV)	

θ
(
d
e
g
.
)

Eγ (MeV)	

E
e
+
	(
M
e
V
)
	

event	select:

pe >	229	MeV/c	(Ke3)

py[0]
1− 0.5− 0 0.5 1

px
[0
]

1−

0.5−

0

0.5

1

0

20

40

60

80

100

120

px[0]:py[0]

pz[0]
1− 0.5− 0 0.5 1

px
[0
]

1−

0.5−

0

0.5

1

0

10

20

30

40

50

60

70

px[0]:pz[0]

e+	momentum	 direction

x-y																																												x-z

y-direction

x
-
d
ir
e
c
t
io
n

x
-
d
ir
e
c
t
io
n

z-direction

γ momentum	 direction

x-y																																				x-z

pz[1]
1− 0.5− 0 0.5 1

px
[1
]

1−

0.5−

0

0.5

1

0

10

20

30

40

50

60

px[1]:pz[1]

py[1]
1− 0.5− 0 0.5 1

px
[1
]

1−

0.5−

0

0.5

1

0

10

20

30

40

50

60

70

80

px[1]:py[1]

y-direction

x
-
d
ir
e
c
t
io
n

x
-
d
ir
e
c
t
io
n

z-direction

e+,	γ primary	generation	using	 form	factor	fof Ke2γ	

2017/03/10 Geant4	MC	Simulation	Progress 2

 (MeV)γE
0 50 100 150 200 250

 (M
eV

)
e

E

0

50

100

150

200

250

hh
Entries  10000
Mean x   164.8
Mean y   190.3
RMS x      50
RMS y    49.8

0

5

10

15

20

25

30

35

40

45

50

hh
Entries  10000
Mean x   164.8
Mean y   190.3
RMS x      50
RMS y    49.8

γ eν + -> e+(SD): Kγe2K

genEne[1]
0 50 100 150 200 250

ac
os

(c
os

Th
)*

18
0/

3.
14

0

20

40

60

80

100

120

140

160

180

0

10

20

30

40

50

acos(cosTh)*180/3.14:genEne[1] {genEne[0]>229}

Eγ (MeV)	

θ
(
d
e
g
.
)

Eγ (MeV)	

E
e
+
	(
M
e
V
)
	

event	select:

pe >	229	MeV/c	(Ke3)

py[0]
1− 0.5− 0 0.5 1

px
[0
]

1−

0.5−

0

0.5

1

0

20

40

60

80

100

120

px[0]:py[0]

pz[0]
1− 0.5− 0 0.5 1

px
[0
]

1−

0.5−

0

0.5

1

0

10

20

30

40

50

60

70

px[0]:pz[0]

e+	momentum	 direction

x-y																																												x-z

y-direction

x
-
d
ir
e
c
t
io
n

x
-
d
ir
e
c
t
io
n

z-direction

γ momentum	 direction

x-y																																				x-z

pz[1]
1− 0.5− 0 0.5 1

px
[1
]

1−

0.5−

0

0.5

1

0

10

20

30

40

50

60

px[1]:pz[1]

py[1]
1− 0.5− 0 0.5 1

px
[1
]

1−

0.5−

0

0.5

1

0

10

20

30

40

50

60

70

80

px[1]:py[1]

y-direction

x
-
d
ir
e
c
t
io
n

x
-
d
ir
e
c
t
io
n

z-direction

Eγ (MeV)
0									50										100							150								200							250

250

200

150

100

50

0

Ee
(M

eV
)

0												50										100								150								200									250

180
160
140
120
100
80
60
40
20
0

θe
γ
(D
eg
.)

Eγ (MeV)

Kl2γ	Decay	Channel	Form	Factor	λ =	0.38	[1]

[1]	F.	Ambrosino et	al.,	EPJ	C64	627.

PGC
TOF2C4C3GV

C2

Target

Central
Detector

γ

e+



2018/09/15 28

2017/9/12 4

 

 

図 2.15 CsIカロリメーターの概略図 

 

7. マルチワイヤプロポーショナルチェンバー（MWPC） 

 

 前述の SFTとともに通過粒子の通過点を検出し、磁場に対する曲がり具合から粒子の

運動量を算出する。本実験で使用する MWPCはカソード読み出し式の MWPCであり、直径

が 20μmの金メッキタングステン線を 2mm間隔に 100本張ったアノード面、カプトン基

膜上 Cu ストライプをチェンバーの長辺方向に 9mm×720mm で 20 本と短辺方向に

9mm×200mm で 72本にそれぞれ 1mm間隔で張ったカソード面によって構成されている。

荷電粒子が通過した際、MWPC内部に密閉された気体が電離し、その時生ずる電子がアノ

ードワイヤー方へ移動していく。その後ワイヤー周辺に発生している電場によって加速

された電子は電子雪崩を引き起こす。このアノードでの電子雪崩の影響で誘起された電

荷をカソード面で読むことで、荷電粒子がどのワイヤーの付近を通過したのかをアノー

ドワイヤーの間隔よりも精密な位置分解能で判別することが可能である。E36 実験では

MWPC内部を満たす気体としてアルゴンとエタンを使用した。E36実験では E246での MWPC

を踏襲し、超伝導トロイダル磁石の磁極間の入り口前に 1か所（C2）、磁極間出口側に 2

か所（C3、C4）の 3 か所、全 12Gap で計 36 か所設置した。そしてより精度の良い測定

を行うために 4か所目の位置検出器である SFTを追加したほか、C3と C4間の固定間隔

を E246の時よりも 41.5mm増やし、そのために必要な Al製の金具を新たに制作した。 

 

図 2.13 AC 

 

6. CsI(TI)カロリメーター 

 

 セントラルディテクター内に納められた計 768 個に及ぶヨウ化セシウム(CsI(Tl))結

晶を使用した光子検出器。CsI 結晶に光子や電子が入射した際に電磁シャワーという現

象を起こすのを利用し、その光量を電気信号に変換して読み出すことにより光子や電子

のエネルギー値を測定する。本実験で使用するカロリメーターには超伝導トロイダル磁

石の各 Gapに相当する方向に窓が開けられており。全体の立体角の 75%を押さえている。

KIB e2γや KIBμ 2γといった崩壊モードより放出されるγ線を検出する役割を担って

いる。 

 

図 2.14  CsI(TI)カロリメーター 
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Fig. 1. Cross sectional end and side views of the setup for the J-PARC E36 experiment. The momentum vectors of charged particles and photons are determined by
the toroidal spectrometer and the CsI(Tl) calorimeter, respectively.

Fig. 2. The schematic view of the CsI(Tl) calorimeter. There were 12 holes for
outgoing charged particles and 2 holes for the beam entrance and exit. Each
crystal had a coverage of 7.5˝ along both the polar and azimuthal directions.

component subtraction is one of the key issues in E36, the understanding
of the CsI(Tl) performance is very important.

This paper is organized as follows. Details of the CsI(Tl) calorimeter
and the analysis procedure are described in Sections 2 and 3. In
Section 4, a calibration method using the mono-chromatic �+s from the
K�2 decays is explained. A new method of the CsI(Tl) energy calibration
using stopped cosmic-ray muons is discussed in Section 5. The results
obtained in the present studies are summarized in Section 6.

2. CsI(Tl) calorimeter

The CsI(Tl) calorimeter was originally constructed for the KEK-PS
E246 experiment to search for a T-violating transverse muon polariza-
tion in K+ ô ⇡0�+⌫� decay [7–9]. There were 12 holes for outgoing
charged particles and 2 holes for the beam entrance and exit, as shown
in Fig. 2. Each crystal had a coverage of 7.5˝ along both the polar and
azimuthal directions. The length of the CsI(Tl) crystal was 25 cm which
was long enough to neglect shower leakage from the rear end.

Since the CsI(Tl) calorimeter had to be operated under a relatively
strong fringing field from the toroidal magnet where PMTs would be

difficult to use, PIN photodiodes (PIN diodes) were employed to read
out the scintillation light of the CsI(Tl) crystals. Each crystal with its
associated PIN diode and pre-amplifier was assembled in an Al container
of 0.1 mm thickness. A charge sensitive pre-amplifier with a time
constant of 600 �s and a gain of 0.5 V_pC was attached directly to
the PIN diode. The output signal from the pre-amplifier was fed to a
shaping amplifier with 1 �s shaping time. The waveforms of the shaping
amplifier outputs were recorded by VF48 flash ADC manufactured by
the TRIUMF national laboratory [10]. The VF48 had a 10 �s time range
and was operated with a 25 MHz external clock signal.

3. Waveform analysis

3.1. Waveform model

The �-ray energy and timing can be determined by fitting the CsI(Tl)
output signal using a dedicated waveform model function. A typical
waveform from the CsI(Tl) calorimeter is shown in the Fig. 3(a), as
indicated by black open circles. In the analysis, we adopted the following
waveform formula,
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introduced for a timing adjustment and " Ì 0.06 is the ratio of the two
decay components. Freq(x) is known as the frequency function given as
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where Ai and ti are the ADC value and time of the ith waveform points,
respectively. Ai is an integer number of the VF48 output and the bin by
bin errors should be equal among all data points. The parameters in the
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Fig. 1. Cross sectional end and side views of the setup for the J-PARC E36 experiment. The momentum vectors of charged particles and photons are determined by
the toroidal spectrometer and the CsI(Tl) calorimeter, respectively.

Fig. 2. The schematic view of the CsI(Tl) calorimeter. There were 12 holes for
outgoing charged particles and 2 holes for the beam entrance and exit. Each
crystal had a coverage of 7.5˝ along both the polar and azimuthal directions.

component subtraction is one of the key issues in E36, the understanding
of the CsI(Tl) performance is very important.

This paper is organized as follows. Details of the CsI(Tl) calorimeter
and the analysis procedure are described in Sections 2 and 3. In
Section 4, a calibration method using the mono-chromatic �+s from the
K�2 decays is explained. A new method of the CsI(Tl) energy calibration
using stopped cosmic-ray muons is discussed in Section 5. The results
obtained in the present studies are summarized in Section 6.

2. CsI(Tl) calorimeter

The CsI(Tl) calorimeter was originally constructed for the KEK-PS
E246 experiment to search for a T-violating transverse muon polariza-
tion in K+ ô ⇡0�+⌫� decay [7–9]. There were 12 holes for outgoing
charged particles and 2 holes for the beam entrance and exit, as shown
in Fig. 2. Each crystal had a coverage of 7.5˝ along both the polar and
azimuthal directions. The length of the CsI(Tl) crystal was 25 cm which
was long enough to neglect shower leakage from the rear end.

Since the CsI(Tl) calorimeter had to be operated under a relatively
strong fringing field from the toroidal magnet where PMTs would be

difficult to use, PIN photodiodes (PIN diodes) were employed to read
out the scintillation light of the CsI(Tl) crystals. Each crystal with its
associated PIN diode and pre-amplifier was assembled in an Al container
of 0.1 mm thickness. A charge sensitive pre-amplifier with a time
constant of 600 �s and a gain of 0.5 V_pC was attached directly to
the PIN diode. The output signal from the pre-amplifier was fed to a
shaping amplifier with 1 �s shaping time. The waveforms of the shaping
amplifier outputs were recorded by VF48 flash ADC manufactured by
the TRIUMF national laboratory [10]. The VF48 had a 10 �s time range
and was operated with a 25 MHz external clock signal.

3. Waveform analysis

3.1. Waveform model

The �-ray energy and timing can be determined by fitting the CsI(Tl)
output signal using a dedicated waveform model function. A typical
waveform from the CsI(Tl) calorimeter is shown in the Fig. 3(a), as
indicated by black open circles. In the analysis, we adopted the following
waveform formula,
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Fig. 3. (a) Typical waveform of the CsI(Tl) calorimeter signal. The open circles
are the data and the red line is a fitting result of the waveform model. (b)
The deviation of the data points from the fitting result. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web
version of this article.)

model function were derived by minimizing the �2 values. The red line
in Fig. 3(a) is the fitting result using the abovemethod, and the deviation
of each data point (dh) is shown in Fig. 3(b). Typical �2 values are
distributed in the region of 100–500 (the number of degrees of freedom
= 250* 8 = 242) which is mainly due to the imperfect reproducibility of
the CsI(Tl) output by the waveform model.

3.2. Pulse separation of pileup events

For the analysis of pileup events, the maximum dh value (dh
max
)

was first determined in the entire region using a single-pulse fitting.
The waveforms with dh

max
 > 10 can be recognized as two or more

pulse components. The deviation of the data points from the single-pulse
fitting result for a typical pileup event is shown in Fig. 4(b), black line.
These events were treated as pileup events, and multiple pulses in the
fitting were taken into account. Then, the �2 value using a double-pulse
waveform was again minimized by changing the fitting parameters. A
typical pileup waveform is shown in Fig. 4(a), black open circles. We
can accept events as a double-pulse waveform with the conditions of (i)
a waveform with dh

max
 < 10 and (ii) the time interval between the

1st and the 2nd signals is greater than 200 ns. The rejected events are
treated as events with further multiple signals. The red and green solid
lines in Fig. 4(a) are the fitting results using the single-pulse and double-
pulse fitting functions, respectively. The associated decomposed pulses
are shown as the green (1st pulse) and blue (2nd pulse) dotted lines.
The thick red line in Fig. 4(b) shows the dh distribution assuming the
double-pulse fittings, which indicates successful pulse separation using
the double-pulse fitting.

4. CsI(Tl) calibration using K�2 decay events

4.1. Background reduction by observing the e+ from �+ decay

The CsI(Tl) energy calibration was performed using mono-chromatic
�+s from the K�2 decays at rest in the K+ stopping target. The original
�+ kinetic energy from stopped kaon decays was 152.5 MeV. These
muons were stopped in the CsI(Tl) crystal after losing their energies
in the target and generated the delayed e+ signal from the subsequent
�+ ô e+ Ñ⌫�⌫e decay. The e+ signal can be observed as the second pulse
in the waveform analysis using the double-pulse fitting.

The K�2 events were selected by the following conditions: (I) the
number of hit crystals was only one, (II) the first pulse time coincided

Fig. 4. (a) Typical pileup waveform of the CsI(Tl) calorimeter signal. The open
circles are the data points. The red and green lines are the results adopting the
single- and double-pulse fitting function. The green and blue dotted lines are
the decomposed 1st and 2nd pulses. (b) The deviation of each data point from
the fit curves. The black and red lines are the results using the single and double
fitting, respectively. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

with the K+ decay, and (III) the waveform data was successfully
analyzed as a double-pulse waveform.

The pulse height spectrum obtained by selecting events with only the
conditions (I) and (II) are shown in Fig. 5 as the black histogram. On
the other hand, the red filled histogram represents events selected with
all the above conditions. It is clearly seen that background components
below the K�2 peak are significantly suppressed by requiring the �+

decay in the CsI(Tl). Here, the backgrounds are considered to be mainly
accidental events created by the beam particles.

Then, the signal to noise ratio (S/N) was calculated as,

S_N =
N(500 f l < 800)

N(l < 500, 800 f l)
, (5)

where l is the pulse height of the first pulse obtained by the fitting. The
K�2 peak region and the background dominant region were separated
as N(500 f l < 800) and N(l < 500, 800 f l), respectively. The
S/N ratio was determined to be Ì0.4 for the events selected with the
conditions of (I) and (II). Next, the �+ selection by requiring the double-
pulse waveform was performed, and the S_N was obtained to be Ì4.
Thus, we can conclude that the requirement of the �+ stop and decay
in the CsI(Tl) is a very useful technique to reduce the backgrounds from
the beam particles and make the CsI(Tl) energy calibration significantly
more accurate.

4.2. CsI(Tl) performance check

For the CsI(Tl) energy calibration, the �+ energy loss in the target
system should be added to the �+ energy observed by the CsI(Tl). The
energy conversion factor, k, can be formulated as k = (152.5*Et MeV)_l,
where Et is the muon energy loss in the target. The �+ path length in
the target was obtained by connecting the CsI(Tl) center of the �+ hit
module and theK+ vertex position determined by the target system. The
typical k value was obtained to be 2.1–2.5 MeV

*1. Then, the �+ energy
spectrum from the K�2 decay is obtained by taking into account the
energy loss in the target as E = kl +Et, as shown in Fig. 6. The red and
blue spectra indicate the calibrated energy spectrum with and without
the target energy correction, respectively. The target energy correction
improved the energy resolution to � = 2.63% from 4.73%.
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Fig. 3. (a) Typical waveform of the CsI(Tl) calorimeter signal. The open circles
are the data and the red line is a fitting result of the waveform model. (b)
The deviation of the data points from the fitting result. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web
version of this article.)

model function were derived by minimizing the �2 values. The red line
in Fig. 3(a) is the fitting result using the abovemethod, and the deviation
of each data point (dh) is shown in Fig. 3(b). Typical �2 values are
distributed in the region of 100–500 (the number of degrees of freedom
= 250* 8 = 242) which is mainly due to the imperfect reproducibility of
the CsI(Tl) output by the waveform model.

3.2. Pulse separation of pileup events

For the analysis of pileup events, the maximum dh value (dh
max
)

was first determined in the entire region using a single-pulse fitting.
The waveforms with dh

max
 > 10 can be recognized as two or more

pulse components. The deviation of the data points from the single-pulse
fitting result for a typical pileup event is shown in Fig. 4(b), black line.
These events were treated as pileup events, and multiple pulses in the
fitting were taken into account. Then, the �2 value using a double-pulse
waveform was again minimized by changing the fitting parameters. A
typical pileup waveform is shown in Fig. 4(a), black open circles. We
can accept events as a double-pulse waveform with the conditions of (i)
a waveform with dh

max
 < 10 and (ii) the time interval between the

1st and the 2nd signals is greater than 200 ns. The rejected events are
treated as events with further multiple signals. The red and green solid
lines in Fig. 4(a) are the fitting results using the single-pulse and double-
pulse fitting functions, respectively. The associated decomposed pulses
are shown as the green (1st pulse) and blue (2nd pulse) dotted lines.
The thick red line in Fig. 4(b) shows the dh distribution assuming the
double-pulse fittings, which indicates successful pulse separation using
the double-pulse fitting.

4. CsI(Tl) calibration using K�2 decay events

4.1. Background reduction by observing the e+ from �+ decay

The CsI(Tl) energy calibration was performed using mono-chromatic
�+s from the K�2 decays at rest in the K+ stopping target. The original
�+ kinetic energy from stopped kaon decays was 152.5 MeV. These
muons were stopped in the CsI(Tl) crystal after losing their energies
in the target and generated the delayed e+ signal from the subsequent
�+ ô e+ Ñ⌫�⌫e decay. The e+ signal can be observed as the second pulse
in the waveform analysis using the double-pulse fitting.

The K�2 events were selected by the following conditions: (I) the
number of hit crystals was only one, (II) the first pulse time coincided

Fig. 4. (a) Typical pileup waveform of the CsI(Tl) calorimeter signal. The open
circles are the data points. The red and green lines are the results adopting the
single- and double-pulse fitting function. The green and blue dotted lines are
the decomposed 1st and 2nd pulses. (b) The deviation of each data point from
the fit curves. The black and red lines are the results using the single and double
fitting, respectively. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

with the K+ decay, and (III) the waveform data was successfully
analyzed as a double-pulse waveform.

The pulse height spectrum obtained by selecting events with only the
conditions (I) and (II) are shown in Fig. 5 as the black histogram. On
the other hand, the red filled histogram represents events selected with
all the above conditions. It is clearly seen that background components
below the K�2 peak are significantly suppressed by requiring the �+

decay in the CsI(Tl). Here, the backgrounds are considered to be mainly
accidental events created by the beam particles.

Then, the signal to noise ratio (S/N) was calculated as,

S_N =
N(500 f l < 800)

N(l < 500, 800 f l)
, (5)

where l is the pulse height of the first pulse obtained by the fitting. The
K�2 peak region and the background dominant region were separated
as N(500 f l < 800) and N(l < 500, 800 f l), respectively. The
S/N ratio was determined to be Ì0.4 for the events selected with the
conditions of (I) and (II). Next, the �+ selection by requiring the double-
pulse waveform was performed, and the S_N was obtained to be Ì4.
Thus, we can conclude that the requirement of the �+ stop and decay
in the CsI(Tl) is a very useful technique to reduce the backgrounds from
the beam particles and make the CsI(Tl) energy calibration significantly
more accurate.

4.2. CsI(Tl) performance check

For the CsI(Tl) energy calibration, the �+ energy loss in the target
system should be added to the �+ energy observed by the CsI(Tl). The
energy conversion factor, k, can be formulated as k = (152.5*Et MeV)_l,
where Et is the muon energy loss in the target. The �+ path length in
the target was obtained by connecting the CsI(Tl) center of the �+ hit
module and theK+ vertex position determined by the target system. The
typical k value was obtained to be 2.1–2.5 MeV

*1. Then, the �+ energy
spectrum from the K�2 decay is obtained by taking into account the
energy loss in the target as E = kl +Et, as shown in Fig. 6. The red and
blue spectra indicate the calibrated energy spectrum with and without
the target energy correction, respectively. The target energy correction
improved the energy resolution to � = 2.63% from 4.73%.
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Fig. 5. Integrated pulse-height spectrum. The black spectrum shows the events
selected with the conditions of (I) and (II). The red shaded histogram shows the
events selected with all the conditions. The region indicated by the two dotted
lines is used to estimate the S/N ratio.

Fig. 6. The calibrated energy spectra obtained using the K+ ô �+⌫� decays.
The red spectrum includes a correction for the energy loss in the target. The red
lines are the fitting results assuming a Gaussian function. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web
version of this article.)

Also, the CsI(Tl) timing information was checked by requiring the
e+ signals to reduce the effects from accidental backgrounds. The 40 ns

clock timing uncertainty of VF48 was corrected for by measuring the
trigger signal timing using the same VF48 module (T

ref
). Fig. 7 shows

the �+ timing distribution obtained from the ⌧
0
parameter corrected for

T
ref
, ⌧

0
*T

ref
. The timing resolution was determined to be � = 10.7±0.1 ns

by fitting the distribution with a Gaussian function, as shown by the red
line in Fig. 7.

5. A new method of energy calibration using stopped comic-ray
muons

It is possible to consider a new CsI(Tl) calibration method using
stopped cosmic-ray muons with the subsequent e+ emission in the
CsI(Tl) calorimeter [11]. This method is proposed to measure the e+
energy spectrum for a rough CsI(Tl) energy calibration without using
the K�2 decays. Since the maximum e+ energy from the muon decay is
52.32 MeV, the energy calibration can be performed by measuring the
e+ energy after the cosmic-ray muon stops in the CsI(Tl) crystal. The
cosmic muons stop homogeneously in the CsI(Tl), and we do not need
to consider the specific structure of the CsI(Tl) calorimeter.

The energy distribution of the decomposed second pulse is shown in
Fig. 8 as indicated by the black dots. Here the calibration parameters

Fig. 7. The �+ timing distribution corrected for T
ref

(⌧
0
* T

ref
). The timing

resolution was determined to be � = 10.7 ± 0.1 ns. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web
version of this article.)

Fig. 8. Energy distributions of e+ (e*) from stopped cosmic muons. The red
squares and black open circles are the calculated e+ and e* energy distributions,
respectively. An electromagnetic gamma shower was taken into account in the
simulation. The black hatched area is not used in the fitting because of the online
threshold setting of 20 MeV.

obtained from the K�2 decays were used. The red squares and black
open circles are the calculated e+ and e* energy distributions from
stopped cosmic �+ and �* decays, respectively, obtained using a Monte
Carlo simulation based on a GEANT4 code. Electromagnetic shower
leakage from the muon stopped module was taken into account. The
energy distributions were calculated by varying the muon yield ratio of
F
+
_F

*
= 1.1–1.6 [12–16] and compared with the experimental one. The

green line shown in Fig. 8 is the result with F
+
_F

*
= 1.6. The energy

resolution of 2.63% in � obtained from the K�2 calibration result has
been used.

In order to determinate the energy calibration parameters using
stopped cosmic-ray muons, a common gain parameter relative to the
energy coefficients obtained from the K�2 calibration results was intro-
duced. The reduced �2

⌫ _NDF determined by comparing the experimental
data with the simulation was calculated as a function of the above
relative gain coefficient, as shown in Fig. 9, where NDF is the number
of degrees of freedom. The black dots and open squares correspond to
the results obtained by assuming F

+
_F

*
= 1.1 and 1.6, respectively.

It should be noted that the fitting region was chosen to be 20–60 MeV

because the online energy threshold was set to 20 MeV. Scattering of the
�2

⌫ values is due to random smearing to account for the CsI(Tl) energy

4

H. Ito et al. Nuclear Inst. and Methods in Physics Research, A 901 (2018) 1–5

Fig. 5. Integrated pulse-height spectrum. The black spectrum shows the events
selected with the conditions of (I) and (II). The red shaded histogram shows the
events selected with all the conditions. The region indicated by the two dotted
lines is used to estimate the S/N ratio.

Fig. 6. The calibrated energy spectra obtained using the K+ ô �+⌫� decays.
The red spectrum includes a correction for the energy loss in the target. The red
lines are the fitting results assuming a Gaussian function. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web
version of this article.)

Also, the CsI(Tl) timing information was checked by requiring the
e+ signals to reduce the effects from accidental backgrounds. The 40 ns

clock timing uncertainty of VF48 was corrected for by measuring the
trigger signal timing using the same VF48 module (T

ref
). Fig. 7 shows

the �+ timing distribution obtained from the ⌧
0
parameter corrected for

T
ref
, ⌧

0
*T

ref
. The timing resolution was determined to be � = 10.7±0.1 ns

by fitting the distribution with a Gaussian function, as shown by the red
line in Fig. 7.

5. A new method of energy calibration using stopped comic-ray
muons

It is possible to consider a new CsI(Tl) calibration method using
stopped cosmic-ray muons with the subsequent e+ emission in the
CsI(Tl) calorimeter [11]. This method is proposed to measure the e+
energy spectrum for a rough CsI(Tl) energy calibration without using
the K�2 decays. Since the maximum e+ energy from the muon decay is
52.32 MeV, the energy calibration can be performed by measuring the
e+ energy after the cosmic-ray muon stops in the CsI(Tl) crystal. The
cosmic muons stop homogeneously in the CsI(Tl), and we do not need
to consider the specific structure of the CsI(Tl) calorimeter.

The energy distribution of the decomposed second pulse is shown in
Fig. 8 as indicated by the black dots. Here the calibration parameters
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ref
). The timing

resolution was determined to be � = 10.7 ± 0.1 ns. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web
version of this article.)

Fig. 8. Energy distributions of e+ (e*) from stopped cosmic muons. The red
squares and black open circles are the calculated e+ and e* energy distributions,
respectively. An electromagnetic gamma shower was taken into account in the
simulation. The black hatched area is not used in the fitting because of the online
threshold setting of 20 MeV.

obtained from the K�2 decays were used. The red squares and black
open circles are the calculated e+ and e* energy distributions from
stopped cosmic �+ and �* decays, respectively, obtained using a Monte
Carlo simulation based on a GEANT4 code. Electromagnetic shower
leakage from the muon stopped module was taken into account. The
energy distributions were calculated by varying the muon yield ratio of
F
+
_F

*
= 1.1–1.6 [12–16] and compared with the experimental one. The

green line shown in Fig. 8 is the result with F
+
_F

*
= 1.6. The energy

resolution of 2.63% in � obtained from the K�2 calibration result has
been used.

In order to determinate the energy calibration parameters using
stopped cosmic-ray muons, a common gain parameter relative to the
energy coefficients obtained from the K�2 calibration results was intro-
duced. The reduced �2

⌫ _NDF determined by comparing the experimental
data with the simulation was calculated as a function of the above
relative gain coefficient, as shown in Fig. 9, where NDF is the number
of degrees of freedom. The black dots and open squares correspond to
the results obtained by assuming F

+
_F

*
= 1.1 and 1.6, respectively.

It should be noted that the fitting region was chosen to be 20–60 MeV

because the online energy threshold was set to 20 MeV. Scattering of the
�2

⌫ values is due to random smearing to account for the CsI(Tl) energy
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