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a b s t r a c t

Axial PET is a novel geometrical concept for Positron Emission Tomography (PET), based on layers of

long scintillating crystals axially aligned with the bore axis. The axial coordinate is obtained from arrays

of wavelength shifting (WLS) plastic strips placed orthogonally to the crystals. This article describes the

design, construction and performance evaluation of a demonstrator set-up which consists of two

identical detector modules, used in coincidence. Each module comprises 48 LYSO crystals of 100 mm

length and 156 WLS strips. Crystals and strips are readout by Geiger-mode Avalanche Photo Diodes

(G-APDs). The signals from the two modules are processed by fully analog front-end electronics and

recorded in coincidence by a VME-based data acquisition system. Measurements with point-like 22Na

sources, with the modules used both individually and in coincidence mode, allowed for a complete

performance evaluation up to the focal plane reconstruction of point sources. The results obtained are

in good agreement with expectations and proved the set-up to be ready for the next evaluation phase

with PET phantoms filled with radiotracers.

& 2011 Elsevier B.V. All rights reserved.
1. Introduction

Positron Emission Tomography is a powerful but also complex
functional medical imaging method. It is based on the recording
of the two coincident 511 keV photons following the annihilation
of a positron, emitted from a radiotracer. Tomographic recon-
struction of the coincidence data allows for 3D reconstruction of
the source distribution.

More than 50 years of research and development have been
aimed at improved spatial resolution and sensitivity of the PET
scanner. Fast, high-Z and high density scintillators, together with
the increased sensitivity and speed of new photodetectors and the
improvements in their readout electronics, allowed substantial
ll rights reserved.
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progress in terms of background suppression (random coinci-
dences) and data acquisition capabilities (count-rate saturation).
Equally important are the progresses achieved in the treatment of
the acquired data, using advanced statistical reconstruction
methods, accounting for sampling inhomogeneities and compen-
sating for image-degradation phenomena, such as attenuation,
scattering in the object, etc.

The physics of PET, in particular the diffusion of the positron in
the tissue prior to annihilation and the small non-collinearity of
the two annihilation photons, pose some constraints on the
highest achievable spatial resolution, which depends on the
scanner diameter and on the radioisotope. These phenomena
can be partially compensated for by including an adequate model
of both positron range and acollinearity into a statistical iterative
reconstruction algorithm. In this way, spatial resolution values at
the millimeter level could be achieved. A clinical realization of
such an ultimate performance with a full-body system requires
also compensation for patient motion [1].

The standard PET geometry is based on the radial arrangement
of scintillating crystals, readout at one end by a photodetector.

www.elsevier.com/locate/nima
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Fig. 1. Principle of the light propagation in the scintillating crystal and the WLS

strips.
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To keep the number of readout channels manageable, blocks of
crystals are often readout together, by means of Anger logic.
Absent or limited depth-of-interaction information leads to the
parallax error, resulting in a degradation of the spatial resolution,
which deteriorates toward the peripheral region of the field of
view. Reducing the length of the crystals mitigates the problem
but also compromises the sensitivity of the system.

The axial concept, which we demonstrate in a fully operational
set-up consisting of two camera modules, avoids the compromise
between resolution and sensitivity, and allows to tune both,
independently from each other. The physical spatial resolution
limits are in reach while high sensitivity can be maintained.
Although not part of this report, it is still worth mentioning that
the axial concept does not preclude in any way the use of Time-
Of-Flight information or the coregistration of PET with a magnetic
resonant system (MRI).

1.1. The Axial PET concept

The main characteristic of the Axial PET (AX-PET) [2] is the
axial arrangement of long and individually read scintillating
crystals. The crystals, stacked in several layers, are aligned parallel
to the axis of the scanner (Z-axis). The address of the hit crystal
yields the 2D spatial information (X,Y) of the photons interaction
point with a resolution determined by the cross-section of the
crystal.4 The third coordinate (Z) is derived from layers of
wavelength shifting (WLS) plastic strips, which are placed, with
a small air gap, below each crystal layer in the perpendicular
direction (Fig. 1). Both the crystals and the strips are readout
individually by Geiger-mode Avalanche Photo Diodes (G-APD) on
one side, while the other end is covered by a thin reflective
Aluminum coating. G-APDs, also known as SiPMs (Silicon Photo
Multipliers), will be referred in the text as MPPCs (Multi Pixel
Photon Counters).

Following the energy deposition, a correlated quantity of
scintillation light is isotropically emitted in a crystal. Light which
is emitted inside the cone of the total reflection travels inside the
crystal and is collected by the MPPC, providing the energy
measurement. The fraction of the light which lies outside the
cone escapes from the crystal and is absorbed by the WLS strips.
After wavelength conversion (from blue to green), a fraction of it
travels inside the strips toward the photodetector. The address of
the WLS strip gives the Z coordinate. Usually, light is detected by
more than one strip and a weighted average can be used to derive
the axial coordinate with a precision which exceeds the digital
resolution determined by the strip width.
4 sX,Y ¼ d=
ffiffiffiffiffiffi
12
p

where d is the transverse dimension of the crystal.
The axial concept leads to a fully unambiguous 3D position
reconstruction of the annihilation photons without parallax error.
The spatial resolution and the sensitivity of the PET camera
module can be tuned independently by varying, respectively,
the crystal/strip dimensions and the number of crystal layers.
The 3D photon tracking capability of our concept allows the
identification of the Compton interactions in the crystal matrix
(Inter Crystal Scattering). Simulations suggest that a large fraction
of those scattering events can be fully recovered [3].

1.2. Short historical overview

The axial arrangement of the scintillating crystals is a natural
and straightforward idea to suppress the parallax error which is
inherent to all radial geometries. In 1988, Shimizu et al. [4]
described an axial geometry of a PET camera, where a matrix of
crystals was readout on both sides by segmented photodetectors.
The axial coordinate was proposed to be derived from the ratio of
the light levels detected at the two ends of the crystal. The
concept was patented but to our knowledge never experimentally
proven. A subgroup of the authors of this article worked for
several years on the implementation of a similar axial concept
using double sided readout with Hybrid Photon Detectors (HPD)
specifically developed for this purpose [5,6]. However, an axial
resolution in the millimeter range remained an unachieved goal.
The excellent optical transparency of state-of-the-art scintillating
crystals, which optimizes energy and time resolution, is obviously
counterproductive for the light sharing. The well-proven concept
of reading scintillators via wavelength shifters together with the
advent of a novel type of photodetector, the MPPC, allowed to
conceive a new implementation of the axial concept which
overcomes these limitations [7]. The replacement of the vacuum
based HPD by the solid state MPPC device brings in addition
immunity to magnetic fields which is a prerequisite for the
combination of PET and MRI.

1.3. Overview of the article

This article describes the design, the construction and the
results of detailed characterization measurements of two identical
AX-PET modules, which we consider as a demonstrator set-up for
the concept. The article is organized as follows. Section 2 describes
the geometry of the modules and the main properties of all their
essential components and readout. This is followed by a descrip-
tion in Section 3 of the experimental set-up and analysis strategy
adopted for the measurements. The results of the characterization
measurements are given in Sections 4 and 5, respectively, for
modules performance and coincidence measurements. Finally, in
Section 6, we conclude and give an outlook on measurements with
PET phantoms.
2. The AX-PET module

Each AX-PET module consists of six layers of eight crystals and
26 WLS strips each, hence a total of 48 scintillator crystals and
156 WLS strips (see Fig. 2). Crystals and strips are readout by two
different types of MPPCs. Each MPPC is individually supplied and
adjusted to a constant gain according to temperature variations.
The signals are amplified and processed by a dedicated VLSI-ASIC
in order to obtain a precise measurement of the collected charge,
proportional to the energy deposition in the crystals and to the
light yield in the WLS strips. A trigger logic allows to set a lower
and an upper threshold on the total energy deposition in the
whole module (e.g. 400 and 600 keV). The data is readout via a



Fig. 2. Two-side views of the geometry of each AX-PET module. The distances are

expressed in mm.
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VME-PC interface into a standard desktop computer. The details
of these components are described in the following subsections.
(footnote continued)
2.1. The scintillating crystal bars

The scintillating bars are made of LYSO crystals (Lu1.8Y0.2-

SiO5:Ce), produced by Saint-Gobain5 (marketed as PreLudeTM
420). LYSO is a non-hygroscopic scintillator material, with the
following properties: density r¼ 7:1 g=cm3; light yield LY¼

32 photons/keV; temperature dependence of the light yield
dðLYÞ=dT ¼�0:2%/K; attenuation length (at 511 keV) l511 ¼

12 mm; scintillation decay time t¼ 42 ns, in a single exponential.
The emission spectrum of LYSO extends from 360 to 600 nm with
the peak emission at 420 nm. LYSO contains a naturally radio-
active b emitter isotope, 176Lu, which decays predominantly to the
excited state of 176Hf (597 keV); the latter decays to the ground
state with a three gamma cascade of energies 307, 202 and 88 keV.
The emission of the three gammas is simultaneous with the b
emission. The intrinsic activity is 39 cps/g.

The LYSO crystals used for the AX-PET demonstrator have the
dimensions 3�3�100 mm3. All surfaces are optically polished,
the edges are sharp and crack-free. The crystals are used without
any wrapping or coating, except for the non-readout face opposite
to the MPPC, which is coated with a reflective (80–85%) Alumi-
num film of typically 100 nm thickness. Prior to coating, all
crystals were individually characterized in terms of their intrinsic
energy resolution and effective optical absorption length ðln

optÞ in
a dedicated set-up.6 The results obtained show that ln

opt ¼ ð4127
31Þmm and ðDE=EÞintr ¼ ð8:370:5Þ% (FWHM) at 511 keV [8].
5 Saint-Gobain Cristaux, 77794 Nemours, France.
6 The effective optical absorption length describes the absorption of the

scintillation photons while propagating along the crystal, including the multiple
2.2. The wavelength shifting strips

The wavelength shifting (WLS) plastic strips are of type
EJ-280-10x from Eljen Technology.7 Their dimensions are
3�0.9�40 mm3. They are based on Polyvinyltoluene (PVT) and
have on request a 10 times higher dye concentration than the
EJ-280 standard product. The high dye concentration leads to an
absorption length for blue light of about 0.4 mm (see Fig. 3).
Hence, the strip thickness of 0.9 mm corresponds to more than
two absorption lengths. The absorption maximum matches well
the emission spectrum of LYSO. The non-read end of the WLS strip
is coated with a reflective Aluminum film of typically 100 nm
thickness with a reflectivity of the order 70–80%. A sub-set of the
WLS strips have been characterized in a dedicated set-up. The
effective optical absorption length for the wavelength shifted
light was found to be ðln

optÞWLS ¼ ð188736Þmm, prior to the
coating with the Al film [9].
2.3. The photodetectors

The LYSO crystals and the WLS strips are individually readout
by fast Geiger-mode Avalanche Photo Diodes (G-APD) from
Hamamatsu,8 marketed as MPPC: Multi Pixel Photon Counters.
The MPPCs used for the crystals are of type S10362-33-050C, with
a 3�3 mm2 active area, subdivided in 3600 cells of size
50� 50 mm2. The MPPCs are mounted on a ceramic carrier and
the photo-sensitive surface is protected with a hard epoxy resin.
For the readout of the WLS strips, custom tailored MPPCs of
3.22�1.19 mm2 active area, subdivided in 782 cells of 70�
70 mm2 size, are used. These MPPCs are mounted on an octa-
gon-shaped substrate with the same epoxy protection. The MPPCs
are glued to the LYSO crystal bars or WLS strips with the optically
transparent silicone Dow Corning(R) 3145 RTV. The alignment
with the sensitive area of the MPPC and their gluing is assured by
a dedicated tool.

The entire set of MPPCs used for the crystals and a subsam-
pling of the MPPCs used for the WLS strips were characterized to
determine the bias voltage for a fixed charge gain. The gain value
is chosen to optimize the photon detection efficiency (PDE
� 40%Þ, keeping the dark noise and optical cross-talk at an
acceptable level. The parameters are summarized in Table 1.

Each of the 408 MPPCs is biased independently. The bias is
provided by a custom built control unit [10], based on commercial
AD5535 32-channel voltage 14 bit DACs. The unit is driven by a
LabVIEW9 program, which reads the required voltage settings
from a master table. In order to maintain a stable MPPC gain, the
master table is corrected according to the measured temperature
variation ðdG=dT ��4:8%=K, see Section 4.8).
2.4. Mechanical design

The mechanical design of the camera module is driven by
several partly conflicting requirements: highest possible packing
density (compatible with the commercially available MPPC
packages); positioning precision of all the active elements at the
0.1 mm level; minimum optical contact between the structural
and the active elements to preserve light collection efficiency; a
reasonably low material budget to minimize the Compton
bouncing due to reflections at the surfaces. Projected on the Z-axis, ln

opt is shorter

than the bulk optical absorption length.
7 Eljen Technology, Sweetwater Texas 79556, United States.
8 Hamamatsu Photonics K.K., Japan.
9 From National Instruments, http://www.ni.com/labview.

http://www.ni.com/labview


Fig. 3. Measured light transmission (solid line) through one WLS strip. The data

taken with an industrial spectrophotometer is corrected for the Fresnel reflections

at the strip entrance. The other curves show the measured emission spectrum of

LYSO (line with data points) and the absorption of a 0.9 mm thick strip, with and

without reflection from a mirror (R¼0.8) mounted behind the strip.

Table 1
Main characteristics and operational parameters of the MPPCs. Gain, bias and

noise rates refer to a temperature of 25 1C. Vbias reports the mean bias value and its

RMS, averaged over 96 crystal MPPCs and 312 WLS MPPCs.

Crystal MPPC WLS MPPC

Type S10362-33-050c Custom tailored

Charge gain G 6� 105 1� 106

Vbias (70.9570.22) V (70.3870.59) V

dG/dV 55� 104 V�1 110� 104 V�1

Noise rate at 0.5 pe 4.7 MHz 3.2 MHz

Noise rate at 1.5 pe 0.9 MHz 0.5 MHz

Fig. 4. Mechanics of an AX-PET camera module. Some components, like the light

tight cover and some structural components, have been removed for better clarity.

10 Texas Instruments, http://www.ti.com.
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scattering; last but not least, ease of disassembly in view of
possible repairs or replacements.

Figs. 2 and 4 show the mechanical assembling of one AX-PET
module, with the LYSO crystals arranged in six layers of eight
crystals each. To maximize the packing density, crystals and WLS
strips are readout on alternate sides. The crystal pitch in a layer
is 3.5 mm, the layer-to-layer pitch in the X direction is 7 mm.
The eight crystals in one layer are axially staggered in the Z

coordinate by 2 mm. The crystal layers are staggered in the Y

coordinate by half the crystal pitch (1.75 mm). This staggering
among layers serves to optimize the photon interaction probabil-
ity. A set of 26 WLS strips is mounted underneath each crystal
layer with an air gap in the X coordinate of 0.2 mm. The WLS strip
pitch is 3.2 mm. The WLS strips are staggered by 5.4 mm in Y, but
there is no horizontal staggering between WLS strips of different
layers. The six layers of crystals and WLS strips are optically
separated by thin carbon fiber sheets (not shown in the figures)
which are painted with white diffuse reflector paint on the side
facing the WLS. They avoid propagation of scintillation light from
one layer to the next and increase the effective light absorption in
the WLS strips.

The crystals are held in place by two thin perforated masks,
consisting of photolithographically produced CuBe sheets which
minimize the mechanical contact to a few points. The assembly is
fixed inside an Aluminum box structure which also supports the
MPPCs on the front and side panels. In the axial direction, the
MPPCs push the crystals slightly against foam stoppers. The WLS
strips are held in place by the MPPCs to which they are glued. An
auxiliary framestructure, partly visible in the bottom part of
Fig. 4, is attached to the module in order to mount patch panels
which transmit bias voltage and signal pulses. The entire module
structure is contained in a light tight Aluminum box; the entry
window for photons is a 50 mm thin Aluminum foil.
2.5. Front end electronics

The AX-PET demonstrator features fully analog readout electro-
nics for the 96 crystals and 312 WLS strips. The front-end electronics
amplifies the signals from the photodetectors and transfers them to
VATAGP5 ASIC chips [11]. The signals are integrated with a 300 ns
shaping time by the ASIC and, in case of a positive trigger decision,
digitized by a 10-bit ADC. In order to minimize the on-detector
electronics, for reasons of heat dissipation and lack of space, the
MPPC signals are distributed to patch panels via kapton strip-line
cables. They are then transmitted via thin coaxial cables to custom
made amplifier PCB boards, care being taken to minimize time of
flight variations between the detector elements.

The functionality of one channel is shown schematically in Fig. 5.
The general architecture of the front-end and DAQ system is
sketched in Fig. 6. The MPPC output signals are sent to 50 O input
impedance voltage amplifiers, with a gain of 7.5 for the LYSO and of
50 for the WLS signals. Texas Instruments10 amplifiers OPA843 and
OPA847 (Gain bandwidth product 3.9 GHz), respectively, are used.
A sum of the total energy deposited in each module is generated
from the LYSO amplifiers and used in the external trigger to select
511 keV events (see Section 2.7). The summed LYSO signal is DC
coupled from the MPPCs, to avoid rate induced baseline shifts.

The amplifier outputs provide a current input via to four
VATAGP5 chips, mounted on separate PCBs. The VATAGP5 chip
can be used either in serial readout mode, by multiplexing all
channels, or in sparse readout mode, by addressing only the hit
channels above threshold. At the input, signals are splitted into
two branches, a fast and a slow one. The fast branch consists of a
50 ns shaper followed by a discriminator. Signals above a chosen
threshold are stored in a hit register. Following a trigger, a data
lock signal enables the register for a duration of 60 ns and the
selected channels are then readout via the slow 300 ns shaper.

http://www.ti.com


Fig. 5. Simplified representation of the functionality of one electronic channel.

Fig. 6. Schematics of the front-end and DAQ architecture for the readout of one module.
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Their analog output is then readout via the 10-bit ADC in the data
acquisition system.

The trigger signal can be provided either externally or internally
(self-triggering mode). When the internal trigger is used, any of the
channels above threshold starts the acquisition. Normally data taking
is performed with the external trigger. The internal trigger is used to
detect the intrinsic radioactivity of the LYSO crystals, useful for the
energy calibration. In both trigger options, the sparse readout mode is
used. The serial one is only adopted for pedestals acquisition.

2.6. Data acquisition

The data acquisition system makes use of custom made
VMEbus boards based on XILINX FPGA. One VME board controls
one module and receives the signals from an intermediate board
which synchronizes the signals of the four VATAGP5 chips used
for the module (Fig. 6).

The DAQ software runs on a MEN11 A20 single board processor
installed in the VME crate. It also communicates with a slow control
PC at the beginning of each run of data taking through the DIM12

protocol. The communication is used to read the temperature of the
module and store it in the data file. It is also used to control the
motion system and store the coordinates in the data file, as described
below. The system achieves data taking rates in excess of 10 kHz.

2.7. Trigger

A trigger circuit was conceived for the tests with a 22Na source.
It exploits the fact that the 22Na isotope decays – with the
emission of a positron – to an excited state of Ne. The positron,
11 MEN Mikro Elektronik GmbH, Nuremberg, Germany.
12 Distributed Information Management, www.cern.ch/DIM.
that has 0.21 MeV average kinetic energy, annihilates at rest with
a nearby electron, with the emission of two quasi antiparallel
photons, each of 511 keV energy. The daughter nucleus 22Nen

decays, within picoseconds of the positron emission, to its ground
state with the emission of a photon of 1.27 MeV energy.

The trigger circuit forms coincidences, either between the two
AX-PET modules or between one module and a small tagging
scintillator, used for testing purposes. The circuit – implemented
with standard NIM modules – is shown in Fig. 7. The pulse height
LYSO sum of each module is discriminated at thresholds corre-
sponding to about 50 keV (LL), 400 keV (HL) and 600 keV (HHL).
A coincidence of the type LL �HL �HHL ensures that events are
recorded only if the energy detected in one module is in the range
400–600 keV, suppressing the 1.27 MeV gamma photon emitted
by the source. The coincidence is such that the discrimination at
50 keV defines the timing of the LL �HL �HHL signal, thus
minimizing its time walk. The use of the sum signal represents a
fast and elegant way to decide whether the module detected a
511 keV photon interaction, independently of the details of the
interaction in the module (photoelectric effect, Compton plus
photoelectric effect, etc.). Depending on the set-up requirements,
the coincidence of the two modules (LL �HL �HHLÞ1� (LL �
HL �HHLÞ2 or the coincidence of one module with the tagger
(LL �HL �HHLÞi� (LL �HHLÞtagger is used as trigger for the DAQ.
The tagging crystal is only discriminated twofold, at 50 and 400 keV
thresholds. A simple dead time logic also avoids pile-up of events.

2.8. Temperature monitoring

The modules are operated in an air-conditioned room but are not
individually cooled. As described in Section 4.8, the gain of the
MPPCs shows a strong temperature dependence, which is an order
of magnitude larger than the temperature dependence of the light
yield of the LYSO crystals. In order to maintain a constant gain, the

www.cern.ch/DIM
www.cern.ch/DIM
www.cern.ch/DIM
www.cern.ch/DIM


Fig. 7. Schematic representation of the external trigger logic.
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MPPCs bias voltage must be changed according to temperature
variations. If temperature changes are recorded during the data
taking, gain corrections can also be applied in the offline analysis.
The temperature is permanently monitored by means of four
temperature sensors AD590 from Analogue Devices,13 placed on
the module frame, and recorded by a LabVIEW program. Prior to
their installation in the set-up, the sensors have been calibrated over
a large temperature range, by the direct comparison with accurate
temperature probes inside a small climate chamber. A precision of
0.1 K is achieved with the calibrated temperature sensors.
3. Experimental set-up and analysis

An experimental set-up has been built to scan with a photon
beam of controlled dimensions over the surface of the detector
13 http://www.analogue.com
modules. This procedure was mainly used for the individual
characterization of each module. A small modification of the
set-up also allowed for tests with the two modules in coincidence.

3.1. Scanning set-up

The scanning set-up for the single module characterization is
shown in Fig. 8. A 22Na radioactive source is used. The source
(activity 1 MBq, active diameter 0.25 mm, embedded in the center
of a plexiglass disc of 25.4 mm diameter and 6.35 mm thickness)
is mounted between the module and a small scintillating crystal,
used to tag the 511 keV photons from the source, by selecting
coincidence events between the module and the scintillator.
The tagging crystal (LYSO) is read by a fast photomultiplier tube
with 8 mm active diameter, from Hamamatsu Photonics, Model
R7400U. Two different tagging crystals, of dimensions 2�2�12
and 2�10�12 mm3, are used. Acting on the relative distances
between the tagger, the source and the module, different photon
beam spot sizes on the module are achieved. Typically, two

http://www.analogue.com


Fig. 8. 3D schematic of the scan set-up.

Fig. 9. Charge spectrum of 511 keV photons detected in one LYSO bar, both for all

the events (i.e. no cut, solid filled histogram) and for the photoelectric absorption

events (N_lyso ¼ 1, striped filled histogram). A Gaussian fit is also applied on the

photoelectric peak.
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different configurations are adopted. The first one (‘‘small tagger
set-up’’) uses the smaller crystal as a tagger and the source placed
as close as possible to the module; this provides a collimated
photon beam of � 0:4 mm RMS on the most external layer. The
second arrangement (‘‘big tagger set-up’’) uses the bigger crystal
and the maximum distance between the source and the module
to achieve a large spot with a uniform illumination of the module.
Typical rates of about 100 and 450 Hz are recorded, respectively,
for the small and big tagger set-up. This is in good agreement
with the values expected from solid angle and detection prob-
ability considerations.

In the set-up the module is kept fixed, while the 22Na source is
mounted on a movable two axes (Y and Z) linear motion system,
together with the tagger. By displacing the source and tagger
system, the full module surface can be scanned with a precision of
about 0.1 mm. The two axes are motorized and computer con-
trolled via a LabVIEW interface.

3.2. Coincidence set-up

A simple modification of the scanning set-up allows for
measurements with the two modules in coincidence. The two
modules are fixed one in front of the other, at 15 cm distance. The
22Na source is mounted in between on the two axes movable
system, to study the coincidence response in various axial and
transaxial positions. The typical measured coincidence rate is
about 3 kHz, with the source in the central position.

3.3. Analysis software

A ROOT [12] based analysis code is applied on the raw data set,
acquired by the DAQ system. In sparse readout mode, the ADC
values of all the hits above the VATAGP5 threshold are recorded
for each triggered event, both for the LYSO and for the WLS
signals. The analysis requires a dedicated pedestal run prior to the
acquisition, then it performs the pedestal subtraction on a
channel by channel basis and – if requested – the correction of
the ADC values for temperature variations. The analysis then
processes the data to extract all the relevant information
i.e. position and energy of every interaction. With this information,
different selection cuts are applied and several histograms are
filled. Further corrections for LYSO energy calibration and for the
optical attenuation length, both in the LYSO and in the WLS strips,
can also be included in the analysis as additional options, in
particular for Compton events reconstruction.
4. Characterization of single modules

Photoelectric absorption events (i.e. only one LYSO crystal hit
per module, with full photon energy deposition) are used to
characterize the basic performance of the AX-PET modules in
terms of detection efficiency, uniformity and axial resolution. To
determine the energy resolution, an energy calibration is per-
formed using both the photoelectric absorption and the intrinsic
radioactivity in the LYSO crystals. Additional corrections for the
light absorption and for the temperature variation are presented
at the end of this section. They provide a further optimization of
the module performance and a deeper understanding of the
detector. They also become fundamental when Compton scatter-
ing events are considered. Approaches to deal with Compton
interactions in the crystals and a comparison of the data with a
dedicated Monte-Carlo model are the subject of a forthcoming
article [14].

4.1. Crystals and WLS response

All multiplicities of LYSO crystals in one module are a priori
allowed, provided that the energy sum over the full module
fullfills the discrimination requirements of the external trigger.
A large fraction of the recorded events (more than 60%) corre-
sponds to events with only one LYSO hit in the module. Given the
trigger requirements on the energy, these events represent to a
large extent pure primary photoelectric interactions in one of the
crystals. This simple cut on the LYSO multiplicity does not prevent
a small contamination from soft Compton scattered events. In
addition, a Compton interaction followed by the photoelectric
absorption of the scattered photon in the same crystal bar would
not be distinguished from a primary photoelectric interaction.

Fig. 9 shows the typical energy distribution in one single LYSO
bar, both for all the events (photoelectric and Compton interac-
tions) and for the events with LYSO hit multiplicity equal to 1
(photoelectric absorption). The contribution from the Compton
scattering almost totally vanishes when the cut on the multi-
plicity is applied, except for a small low energy tail on the



Fig. 10. Detection of 511 keV photons in the WLS strips. The histograms show the

charge spectra of three representative WLS strips in the module, for photoelectric

absorption events with a collimated beam spot, centered in the middle of WLS no. 13.

The considered WLS strips lie on the same layer of the singly detected crystal, in three

different axial positions (13, 14, 24).

Fig. 11. Summed charge spectrum for all the WLS strips belonging to the WLS

cluster, for photoelectric absorption events in the LYSO bars. The average total

light yield in the cluster is � 100 photoelectrons.

P. Beltrame et al. / Nuclear Instruments and Methods in Physics Research A 654 (2011) 546–559 553
photopeak. The lowest energy peak in the full energy distribution
is the characteristics X-ray emission from the Lu K-shell, corre-
sponding to an energy of about 55 keV [15]. This peak corre-
sponds to photons which accompany the photoelectric absorption
process in the LYSO crystals surrounding the considered bar; they
escape the crystals from which they are emitted, and are even-
tually detected by the selected one. The distribution shown in
Fig. 9 refers to one randomly selected LYSO crystal in the module,
when the module is uniformly exposed to 511 keV photons from
the 22Na source (i.e. set-up with the big tagger). The detected
spectrum is accurately reproduced by Monte-Carlo data [13]. The
accurate Monte-Carlo description will be further demonstrated in
Ref. [14].

A collimated beam spot from the set-up with the small tagger
is used to characterize the response of the WLS strips. Fig. 10
shows the raw ADC spectra of some representative WLS strips.
The strips lie in the same layer of the singly detected LYSO bar for
a beam spot collimated in the center of the module and focused in
the middle of a WLS strip. For relative comparison, the spectra of
three representative WLS strips are shown: the central one
(where the beam is, and the maximum of the signal is detected);
an adjacent strip on one of the two sides (where a significant part
of the signal is still detected); a peripheral strip (where only noise
is recorded). A consistent behavior is registered for all the 26
positions of the WLS strips in the layer. To reconstruct the
Zcoordinate, the contribution from the noise must be removed.
To do this, a cluster algorithm is applied on all the WLS detected
in the same layer of the LYSO crystal. A cluster is defined as a
group of adjacent WLS strips above the detection threshold. Only
the WLS strips in the cluster are used to compute the recon-
structed Zcoordinate, derived as the weighted average – on an
event by event basis – of the axial coordinate of the strips,
weighted over the individual strip response. The cluster summed
distribution (Fig. 11) contains the information about the total
collected light yield for photoelectric events. The cluster algo-
rithm allows for an efficient rejection of the noise, which mainly
consists of isolated WLS strips with low ADC values.

The calibration for the WLS strips (i.e. the conversion from
ADC counts to number of photoelectrons) is performed with two
independent methods: direct injection of a known charge in the
readout chain and absolute calibration of the single photoelectron
response from the dark noise integrated spectrum. Both methods
lead to comparable results of 3–4 ADC counts/photoelectron.
From the mean value of the cluster summed distribution of
Fig. 11, a global light yield of about 100 photoelectrons in all
the WLS involved in the event is achieved. This is valid for the
511 keV photoelectric absorption events and scales linearly with
the energy deposition in the crystals, down to a minimum photon
energy of about 100 keV. For lower energies photons, the axial
coordinate is not anymore reliably reconstructed. The light yield
in the cluster is on average shared among three strips. Contrary to
the expectations, a linear dependence of the cluster total light
yield with the multiplicity of strips in the cluster is observed. The
effect – currently under investigation [16] – has, however, a very
limited impact on the reconstruction of the Z coordinate.

4.2. Detection efficiency and uniformity

For the photoelectric absorption events, the spatial informa-
tion of the photon interaction point is unambiguously obtained,
within the spatial resolutions. The transaxial coordinate (X,Y) is
assigned at the center of the crystal in which the full energy
deposition is detected. The axial Z coordinate is derived from the
center of gravity method applied on the WLS strips of the
identified cluster. A good uniformity in the target – convoluted
with the beam spot size on the module – is achieved, as shown in
Fig. 12.

From the statistics of photoelectric events per layer, an
approximate measurement of the attenuation length ðl511Þ in
the LYSO matrix can be derived. The result is shown in Fig. 13: the
measured value is l511 ¼ ð3:97370:033Þ layers �a 3 mm ¼

(11.970.1) mm, in very good agreement with the nominal value
from LYSO data sheets. It should be noted that the obtained value
of the attenuation length includes contributions of the divergence
of the 511 keV photons and the Y staggering of the layers which
make the effective traversed material thickness vary from one
event to the other.

4.3. Axial resolution

The reconstructed Z coordinate of photoelectric interactions,
measured with the collimated beam set-up (as described in
Section 3.1), allows to derive an estimate of the axial resolution.
The fitted s value of the reconstructed Z distribution shown in
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Fig. 14. Reconstructed Z coordinate for photoelectric events in the first layer of

the module, for a collimated beam in a fixed position of the source scan. The

coincidence set-up includes the module and the small tagging crystal; the source

is at a distance of 19 mm from the module. The tails in the distribution are

accidentals, due to the close distance between module and source. The distribu-

tion is fitted with a Gaussian function around its maximum.
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14 The average range of 22Na positrons in plexiglas is assumed to be equal to

the average range of the 18F positrons in water, which is commonly reported in the

literature, because of the similar average positron energy.
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Fig. 14 is the convolution of the intrinsic spatial resolution of the
detector sintr and the photon beam spot size sspot . The latter
includes a pure geometrical component sgeo, together with the
contributions from the physics of the eþ annihilation i.e. the finite
positron range sr and the non-collinearity of the two emitted
photons sNC:

s¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

intrþs
2
spot

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

intrþs2
geoþs2

rþs2
NC

q
ð1Þ

The sr value is derived from the FWHM value of 0.54 mm quoted
in Ref. [17]: sr ¼ 0:23 mm.14 The non-collinearity of the two
photons is described by a Gaussian angular distribution with
about 0.51 FWHM width [17]; this leads to a resolution term
which scales with the distance d between the source and the
detector: sNC ¼ 0:0037 � d. Due to the finite size of the tagger, also
the geometrical beam spot term scales linearly with the distance
from the source. The physical size of the source (0.25 mm
diameter) is practically negligible. Following the above considera-
tions, the intrinsic spatial resolution is derived by the fitted s
measurements of the Z coordinate in the six layers, extrapolated
to distance d¼0. Fig. 15 shows the s2 versus d2 data points, as
measured independently on the six layers of the two modules.
The increasing in the widths of the reconstructed Z distribution as
a function of the distance from the source is explained by the
divergency of the beam and the non-collinearity contribution.
Eq. (1) justifies the linear interpolation of the s2 versus d2

measurement. The extrapolation to zero distance eliminates both
the geometrical and the non-collinearity terms. The square root of
the axis intercept still includes the contribution of the intrinsic
resolution and the finite positron range. Subtracting in quadrature
the sr term, intrinsic axial resolutions of 1.75 and 1.82 mm
(FWHM) are obtained for the two modules.

4.4. Intrinsic radioactivity in the crystals

The intrinsic radioactivity of the LYSO accounts for an activity
of about 250 Bq of b decays out of a single 3�3�100 mm3

crystal bar, corresponding to a rate of about 12 kHz per module.
The b emission is accompanied by g photons. Given the particular
geometry of the crystals – with a high surface over volume ratio –



Fig. 15. Axial resolution for 511 keV events, in the set-up with a collimated beam.

For each module, the data points correspond to the measured s of the recon-

structed Z distribution in each one of the six layers. Each point is the average over

28 measurements, corresponding to different scanning positions of the tagger in

the YZ plane. The difference between the two modules is due to a repositioning of

the tagger set-up (increased distance from tagger to module, in case of Module 2).

Fig. 16. Intrinsic radioactivity of one LYSO bar: charge spectrum of a single crystal

in the module matrix.

Fig. 17. Energy calibration curve for one LYSO crystal. The plot shows the fitted

mean values versus the energies for the peaks of intrinsic radioactivity and the

photopeak. The red continuous line represents the fitting curve. Its deviation from

linearity (dashed black line) arises from the MPPC saturation. (For interpretation

of the references to color in this figure legend, the reader is referred to the web

version of this article.)
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and their close assembly in the matrix module, a significant
fraction of the photons from the intrinsic radioactivity could
escape the crystal bars, and be detected by the neighboring ones.
This is not the case for the b particles, which deposit all their
energy in the crystal where they are produced. The typical energy
spectrum of intrinsic radioactivity for one single LYSO crystal in
the module is shown in Fig. 16. The accurate Monte-Carlo
description of these data will be demonstrated in Ref. [14]. The
continuous distribution in the spectrum represents the intrinsic
radioactivity of the bar itself ðb’s and the trapped g’s), the peaks
are due to the g’s produced by the neighboring crystals, which
escape them, and are eventually detected in the considered
crystal. The two higher energy peaks (202 and 307 keV) corre-
spond to the de-excitation photons from the intrinsic radio-
activity. The third photon (88 keV) is not detected, mainly
because of its high internal conversion probability [18]. The
lowest energy peak is the Lu X-ray peak (55 keV).

As it will be shown, the intrinsic radioactivity of the LYSO
crystals is a powerful tool for the energy calibration. Gaussian fits
are applied on the peaks, and their positions are extracted.
Dedicated runs without the 22Na source and with the readout
operated in internal trigger mode are performed to obtain the
intrinsic radioactivity spectra.

4.5. Energy calibration of the crystals

The goal of the energy calibration in the crystals (i.e. conver-
sion from ADC counts to energy units) is twofold: the equalization
of all the channels in the matrix and the correction for the non-
linearity of the MPPCs. Energy calibration is certainly necessary
for the reconstruction of Compton scattered events, where a
precise energy knowledge is required, but it is also needed to
correctly determine the energy resolution.

The energy calibration is performed on a channel by channel
basis, using both the intrinsic radioactivity and the external
trigger spectra, as shown, respectively, in Figs. 16 and 9.
A Gaussian fit of the peaks at known energies – namely the Lu
X-ray peak (55 keV), the Lu g decay lines (202 and 307 keV) and
the photopeak (511 keV) – is applied. A curve like the one in
Fig. 17 is then derived for each LYSO crystal. At low energies the
MPPC response is linear, but it starts to saturate already at
energies close to the photopeak. This is due to the limited number
of cells combined with the important light yield from the crystal.
A deviation from the linearity of about 5% is measured at 511 keV.
The ADC versus energy scale is thus parameterized with a
3-parameters fitting function:

EðADCÞ ¼ p0�p1 � ln 1�
ADC

p2

� �
: ð2Þ

In order to guarantee optimum energy resolution, the calibration
procedure is applied individually to all 96 crystal-MPPC pairs.

4.6. Energy resolution

Good results in terms of crystals energy resolution and uni-
formity are achieved, as shown in Figs. 18 and 19. Both plots refer
to the energy measurements in LYSO after having applied the
energy calibration i.e. already corrected for the MPPC non-
linearity.



Module 1
Module 2

Fig. 18. Energy resolution (FWHM) at 511 keV for each crystal of the two AX-PET

modules.

Fig. 19. Summed energy distribution in one AX-PET module exposed to 511 keV

photons from the 22Na source. The double Gaussian fitting function (bold red line)

is required to properly describe the photopeak and the Lu X-ray escape peak. Also

shown are the contributions to the total energy sum from different multiplicities

of hit crystals (N_lyso ¼ 1; N_lyso ¼ 2; N_lyso Z3Þ. (For interpretation of the

references to color in this figure legend, the reader is referred to the web version of

this article.)

Fig. 20. Apparent energy deposition in one LYSO crystal versus the distance of the

photon interaction point from the photodetector, for photoelectric absorption

events, after the energy calibration. Also shown are two fitting curves, as in Eq. (3)

for Rr0:9 (red dashed line) and R free (continuous green line). (For interpretation

of the references to color in this figure legend, the reader is referred to the web

version of this article.)
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In Fig. 18 a mean energy resolution of 11.8% (FWHM) at
511 keV – averaged over the 96 crystals of both modules – is
demonstrated; a good uniformity among different crystals is also
observed.

Compatible results are obtained also from the event by event
energy sum distribution in Fig. 19, where an energy resolution of
12.8% (FWHM) at 511 keV is obtained. It should be noticed that
this sum distribution is not the histogram of the hardware analog
sum of the module; it is instead the sum of the energies of all the
hits recorded for each event. The small uncertainties deriving
from the calibration procedure are responsible for the worsening
of the energy resolution on the sum, when compared with the
single crystal average resolution. On the other hand, the energy
sum distribution manifests the correct functioning of the external
trigger, with its high energy discrimination on the module energy
sum. The distribution is fitted with the sum of two Gaussian
functions, which represent the photopeak and the Lu X-ray escape
peak. This latter one – not resolvable as a separate peak – is the
reason for the asymmetric shape of the summed energy
distribution. On the same plot, the relative contribution to the
sum from the different multiplicities of hit crystals is also shown.

4.7. Path length dependence of the light yield

The absorption of the scintillation light during its propagation
through the length of the LYSO crystal is studied. As an option in
the analysis, data could be corrected by this effect. A scan along
the Z direction with a collimated beam centered on one LYSO
crystal shows the measured energy versus the axial position, as
seen in Fig. 20. Similarly to the energy calibration, the procedure
is repeated individually for each crystal. The behavior is indepen-
dently parametrized with a suitable fitting function:

EðzÞ ¼Nðe�z=ln

optþRe�ð2L�zÞ=ln

opt Þ ð3Þ

where ln

opt , R and N represent, respectively, the effective optical
attenuation length, the reflectivity of the mirror coating (opposite
to the photodetector) and a normalization factor. L is the length of
the crystal bar, equal to 10 cm. As shown in the figure, a fit in
which the reflectivity is constrained to be smaller than 90% does
not reproduce well the data. When all the fit parameters ln

opt ,R,N
are left free, an unphysical value for the reflectivity ð41Þ and a
significantly reduced attenuation length are found. This indicates
that the absorption mechanism cannot be described with a single
absorption phenomenon, as proposed in Eq. (3), but there are
other factors contributing to it, such as effects related with the
side-by-side assembling of the crystals in the matrix, or a diffuse
reflection component at the evaporated metal surface. When the
LYSO data are corrected by the optical attenuation length, by
extrapolating to the value EðZ ¼ 0Þ, an improvement of 0.15% is
obtained on the energy resolution of the LYSO energy sum (from
12.77% to 12.62%).

A similar study is performed for the optical attenuation length
of the light propagation inside the WLS strips (Fig. 21). Here, a
simple exponential fit is used to describe the pathlength depen-
dence of the light yield:

EðzÞ ¼Ne�y=ðln

opt ÞWLS : ð4Þ

When the WLS strips raw data are corrected for the attenuation
and their response equalized, a better uniformity is achieved.



Fig. 21. Apparent light yield of one WLS strip versus the distance from the

photodetector for photoelectric absorption events. The assigned Y coordinate is

the center of the detected crystal. The WLS strip is selected as the strip

corresponding to the center of gravity of the cluster.

Fig. 22. Positions of the 511 keV peak as a function of the temperature variation,

for a long time sequence of identical repeated runs. The plot shows both raw and

corrected data.

Fig. 23. Relative timing of one module versus the other, when the two modules

are used in coincidence. In details the plot shows the delay of the discriminated

summed signal of one module (LL �HL �HHLÞ versus the coincidence signal of

the two modules.
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The improvement on the achieved spatial resolution is, however,
only minimal.

4.8. Temperature correction coefficient

As explained, the bias for the MPPCs is adjusted according to
the temperature recorded at the beginning of each run. For long
data acquisitions periods (e.g. a scan with several consecutive
runs) this would, however, be unpractical and time consuming.
The bias is then adjusted only at beginning of the acquisition
(at T0 temperature) and the recorded ADC values are then
corrected offline, using the measured temperature variations
DT ¼ T�T0. The temperature coefficient a¼ dG=dT has been
extracted directly from the data (Fig. 22), by dedicated repeated
measurements performed with identical experimental conditions,
while varying the temperatures. For those runs, the bias has been
adjusted initially (for T ¼ T0) and the position of the photopeak
has been taken as a reference. The measurements confirm that the
gain varies linearly with the temperature over a large tempera-
ture range. The temperature correction coefficient is a¼ dG=dT ¼

�4:8%= K (data points before correction). The offline correction on
the data is performed as follows:

ADCcorr
ðTÞ ¼ ADCmeas

ðTÞð1þaDTÞ�1: ð5Þ

The proper functioning of the correction procedure over the full
temperature range can be seen from the data points after
correction.
5. Coincidence measurements

When the two modules are used in coincidence, complemen-
tary information on the module performance concerning time and
spatial resolution are achieved.

5.1. Time resolution

The AX-PET readout does not provide any time information
on individual channels. Dedicated timing measurements are
performed using a Lecroy Waverunner LT584, 1 GHz oscilloscope,
and acquiring the relative delay between the discriminated
outputs of the modules summed signals (LL�HL�HHL). The
measured time jitter between the two modules is shown in
Fig. 23. A time resolution of about 800 ps is achieved, measured
as the standard deviation of the time-difference curve. This
includes contributions from the LYSO scintillation decay time,
from the propagation time of the photons though the crystals and
from the front-end and trigger electronics. The achieved time
resolution would allow for a small coincidence window of a few
nanoseconds between the two modules, which would minimize
the contribution of accidental triggers. However, the current
AX-PET electronics requires a minimum pulse width for the
trigger and the data lock of about 60 ns. This prevents the system
to fully profit of its time performance, especially for rejection of
accidentals.

5.2. Focal plane reconstruction

With the two modules used in coincidence, a simple
bi-dimensional geometrical reconstruction of the source position
is achieved, with the intersection of all the detected lines of
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response (LOR). For this purpose, only the photoelectric events in
both modules are selected (� 44% of the total statistics) and the
coordinates of the interaction points are defined for each of the
two modules, in the usual way. The transaxial (X,Y) coordinate is
assigned at the center of the LYSO crystal (discrete variable), the
axial Z coordinate is computed from the center of gravity method
on the WLS cluster (continuous variable). For each event, a line
connecting the two interaction points is drawn, both in the XY

and in the XZ projection planes (Fig. 24). The intersection of those
LORs with the middle planes (X¼0) determines the bi-dimen-
sional geometrical reconstruction of the source, in the axial and in
the transaxial direction (Figs. 25 and 26).
Fig. 26. Focal plane reconstruction of the 22Na source in the plane X¼0, obtained

from the intersection of the all the detected LOR in the middle plane. The

continuous (Z–vertical) and discrete (Y–horizontal) nature of the two distributions

can be observed.
5.3. Axial resolution

A Gaussian fit applied to the Z distribution of the LOR
intersection with the focal plane (Fig. 25) gives an indication of
the achieved axial resolution of the system. The fitted s value
includes contributions from the intrinsic resolutions of the two
modules, the finite positron range and the non-collinearity of the
emitted photons (for a distance between the modules of
150 mm). When the contribution from the eþ annihilation
physics is subtracted, an intrinsic axial resolution of 1.34 mm
(FWHM) is obtained. Comparing with the resolution of the single
Fig. 24. Drawing of the lines of response of 100 coincidence events, both on the transaxial XY plane and on the axial XZ plane. Only photoelectric absorption events, with

one and only one good cluster, are considered. The 22Na source is placed between the two modules, at the nominal coordinates origin (0,0,0). The modules geometry and

distances are shown. The distance between the modules is 150 mm.

Fig. 25. Intersection of the lines of response with the central plane (X¼0), where the 22Na source is placed. The projections on the two axes (Z and Y) are individually

shown. The spikes observed in the Y projection, with a 1.75 mm pitch, arise from the discrete nature of the interaction points (center of crystals) in the XY plane.
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detector modules ð � 1.8 mm, see Section 4.3), the expected
improvement by a factor 1/

ffiffiffi
2
p

is observed.
6. Conclusions and outlook

The present paper describes the AX-PET demonstrator, con-
sisting of two identical camera modules used in coincidence. The
demonstrator represents a fully operational implementation of
the Axial PET concept, based on long axially oriented crystal bars
and orthogonal WLS strip arrays. The two modules of the
demonstrator have been fully characterized in terms of sensitiv-
ity, uniformity, spatial resolution and energy resolution, using
point-like radioactive 22Na sources. For the measurements
described, the analysis has been restricted to photoelectric
absorption events. Additional corrections (energy calibration
and pathlength dependence of the light yield) have also been
included for a better understanding of the detector. These
corrections will be essential when events involving Compton
interactions in the crystal matrices will also be included. The
methods and the results of the characterization measurements
have been detailed in the paper. The performance figures
obtained with the AX-PET demonstrator confirm the axial concept
as a highly competitive alternative to standard geometries.

In the meantime, the demonstrator set-up has been further
characterized in a real PET coincidence configuration, employing
point-like sources and phantoms of increasing complexity (capil-
laries, cylinders, micro-Derenzo and NEMA) filled with standard
18F-based fluorodeoxyglucose (FDG) radiotracer. The available
two modules allow only a very incomplete ring coverage. This is
compensated by rotating the source arrangement or phantom.
Details of the dedicated reconstruction code and the tomographic
images of the phantoms which are currently being reconstructed
will be published in forthcoming articles.
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