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a b s t r a c t

In a conventional PET scanner, coincidence events are measured with a limited energy window for
detection of photoelectric events in order to reject Compton scatter events that occur in a patient, but
Compton scatter events caused in detector crystals are also rejected. Scatter events within the patient
causes scatter coincidences, but inter crystal scattering (ICS) events have useful information for
determining an activity distribution. Some researchers have reported the feasibility of PET scanners
based on a Compton camera for tracing ICS into the detector. However, these scanners require expensive
semiconductor detectors for high-energy resolution. In the Anger-type block detector, single photons
interacting with multiple detectors can be obtained for each interacting position and complete
information can be gotten just as for photoelectric events in the single detector. ICS events in the single
detector have been used to get coincidence, but single photons interacting with multiple detectors have
not been used to get coincidence. In this work, we evaluated effect of sensitivity improvement using
Compton kinetics in several types of DOI-PET scanners. The proposed method promises to improve the
sensitivity using coincidence events of single photons interacting with multiple detectors, which are
identified as the first interaction (FI). FI estimation accuracy can be improved to determine FI validity
from the correlation between Compton scatter angles calculated on the coincidence line-of-response.
We simulated an animal PET scanner consisting of 42 detectors. Each detector block consists of three
types of scintillator crystals (LSO, GSO and GAGG). After the simulation, coincidence events are added as
information for several depth-of-interaction (DOI) resolutions. From the simulation results, we
concluded the proposed method promises to improve the sensitivity considerably when effective atomic
number of a scintillator is low. Also, we showed that FI estimate accuracy is improved, as DOI resolution
is high.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

In a conventional PET scanner, coincidence events are mea-
sured with a limited energy window for detection of photoelectric
events to reject Compton scatter events that occur in a patient, but
Compton scatter events caused in detector crystals are also
rejected. Scatter events within the patient cause scatter coinci-
dences, but inter crystal scattering (ICS) events have useful
information for determining an activity distribution. Some
researchers [1–4] have reported feasibility of PET scanners based
on a Compton camera for tracing ICS into the detector. We have
proposed a random reduction method of the ICS events for a
scintillation-based depth-of-interaction (DOI) detector [5] with
independent signal output that learned the correlation between

irradiation angle and distribution of signal outputs [3]. However, it
is difficult to trace the ICS into the detector for a conventional
Anger-type block detector. Also, Chinn et al. [4] have proposed a
random rejection method using the difference between Compton
scatter angles calculated from deposited energy and coincidence
line-of-response (LOR) using a semiconductor detector. Tracing the
gamma ray behavior, however, requires an expensive semiconduc-
tor detector for high-energy resolution.

In the Anger-type block detector, single photons interacting with
multiple detectors can be obtained for each interacting position and
complete information can be gotten just as for photoelectric events in
the single detector. ICS events in the single detector have been used to
get coincidence, but single photons interacting with multiple detectors
have not been used to get coincidence. Some researchers [6–10] have
reported first interaction estimation methods of ICS using information
of DOI, energy and time-of-flight for improving spatial resolution and
sensitivity. We have developed the 4-layer DOI detector [5] and X’tal
cube detector with 1-mm isotropic resolution [11,12]. The detectors
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with high DOI resolution can trace the gamma ray behavior more
precisely compared to a conventional PET detector. In this work, we
evaluated effect of sensitivity improvement using Compton kinetics in
several types of scintillator-based DOI-PET scanners.

2. Materials and methods

2.1. Identification of the first interaction among event interacting
with multiple detectors

Fig. 1 illustrates a single photon interacting with multiple
detectors in a coincidence event. Conventionally, these events
are not only limited by the energy window, and they also cannot
be identified by the interaction sequence as shown in Fig. 2. Our
proposed method promises to improve the sensitivity using this
event, which is identified as the first interaction (FI). Fig. 3 shows a
flow chart of FI identification for the proposed method. The
proposed method requires single data and applies coincidence
detection by software. First, the proposed method applied the
coincidence time window before the energy window for obtained
events interacting with multiple detectors. Also, events interacting
with multiple detectors are limited by a closely-aligned detector in
the axial and transaxial directions. Compton interactions tend to
be forward scattering and DOI and energy information may
provide a way to identify the FI. If the detected coincidence event
is interacting with multiple detectors, we apply preprocessing for
the FI judgment rule as follows:

� If the layers interacting with multiple detectors are different,
the detector interacting with the upper layer has the FI.

� If the layers interacting with multiple detectors are the same,
the detector interacting with higher deposited energy has
the FI.

However, FI estimation of this preprocessing is not accurate. In
the proposed method, FI estimation accuracy can be improved to
determine validity of the FI from the correlation between Compton
scatter angles calculated from deposited energy and coincidence
LOR. Compton scatter angle of irradiation radiation θ can be
defined by the two equations as follows:

θenergy ¼ cos �1 2E�511
E�511

� �

θLOR ¼ 180� cos �1 A� B
A
�� �� Bj j

 !
ð1Þ

where, A and B are vectors based on the origin of the FI position as
shown in Fig. 1. Angle resolutions of θEnergy and θLOR naturally
depend on detector performance. In the preprocessing part,

Fig. 1. Illustration of a single photon interacting with multiple detectors in a
coincidence event.

Fig. 2. Illustration of annihilation photon paths for the single photon interacting
with multiple detectors.
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Fig. 3. Flow chart of FI identification for proposed method.

Fig. 4. Simulation setup. In this case, the DOI resolution was 5 mm.
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Compton interaction is assumed to be forward scattering. There-
fore, events with large Compton scatter angle cause a false FI
estimation. The threshold of the false FI estimation is 90 deg.

We considered a small animal DOI-PET scanner, because the
number of events interacting with multiple detectors is increased,
as size of the detector block is smaller. Also, the number of events
interacting with multiple detectors depends strongly on effective
of the scintillator. We evaluated performance of the proposed
method using several kinds of scintillator.

2.2. Monte-Carlo simulation

We evaluated performance characteristics of the DOI-PET
scanner applying the proposed method using the Geant4 applica-
tion for tomographic emission (GATE) [13,14] simulation. GATE has
been used for simulating several PET scanners and reliability and
usefulness of the GATE platform have been validated. The simu-
lated animal PET scanner, based on the microPET Focus 220,
consisted of 42 detectors arranged in four rings with a ring
diameter of 25.8 cm as shown in Fig. 4. Each detector block
consisted of a 12�12 array of three types of scintillator crystals
(LSO, GSO and GAGG [15,16]). The dimensions of each scintillator
crystal were 1.52 mm�1.52 mm�20 mm. From the microPET
configuration, the crystal length was extended from 10 mm to
20 mm. Also, the DOI-PET scanner was assumed to have single
photon-based data acquisition and software-based coincidence
detection. Single data was obtained using the energy window of
50–650 keV. After the simulation, coincidence events were added
as information at several DOI resolutions (from 1.25 mm to 10 mm).
This simple crystal identification indicates ideal interacting crystals
without any crystal decoding error. On the other hand, ICS also
causes miss-positioning of interaction points. The identified crystal

Fig. 5. Illustration of the error distance between interacted crystals for the single
photon interacting with multiple detectors.

Fig. 6. Distributions of Compton scatter angles of the LSO crystals calculated from energy information with several DOI resolutions and several source positions for the point
source. The solid line shows events with true FI estimation and the dashed line show events with false FI estimation.
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is determined by finding the centroid. This is essentially the scheme
being used in a conventional PET detector.

For evaluation of the proposed method, we simulated a point
source at several offset position. Also, we calculated sensitivity and
noise equivalent count rate (NECR) for a cylinder phantom
(150 mm long, 50 mm diameter). This phantom was filled with
18F water and was placed in the center of the FOV. Energy
windows of LSO, GSO and GAGG crystals were 400–650 keV,
400–650 keV and 450–650 keV, respectively. Coincidence time
windows of LSO, GSO and GAGG crystals were 4.5 ns, 10 ns and
10 ns, respectively. The NECR was calculated as follows:

NECR¼ T2

TþSþR
ð2Þ

where, T, S and R are the true, scatter, and random count rates,
respectively.

2.3. Correct answer rate and error distance

To evaluate the FI estimation accuracy, we defined a correct
answer rate and an error distance as figures of merit for the
proposed method. First, each correct interaction sequence was
obtained for the events interacting with multiple detectors. Then,
FI of each event interacting with multiple detectors was identified
using the proposed method. The correct answer rate, which
represents the probability of correct crystal identification, was
defined as:

Correct answer rate¼
Number of multiple events whose FI estimation was correct

Number of incident multiple events
: ð3Þ

Fig. 5 illustrates the error distance between interacted crystals
for the single photon interacting with multiple detectors. The error
distance was defined as the distance between the center position
of the second interaction crystal and the LOR. This error distance
evaluated only the error of a single photon interacting with
multiple detectors. Therefore, when the FI estimation was right,
the error distance was zero.

3. Results

3.1. Point source

Fig. 6 shows distributions of Compton scatter angles of the LSO
crystals calculated from energy information with several DOI
resolutions and several source positions for the point source.
Energy information did not supported identification the FI. On
the other hand, Fig. 7 shows distributions of Compton scatter
angles of the LSO crystals calculated from coincidence LOR
information with several DOI resolutions and several source
positions for the point source. At 0 mm offset, events with true
FI estimation were distributed at angles less than about 100 deg.
On the other hand, events with false FI estimation were distrib-
uted at angles above about 80 deg. Peaks at around 90 deg were
events in which the layers interacting with multiple detectors
were the same and FI of these events could not be identified. Also, as
the DOI resolution was improved, the FI estimation accuracy was
improved. This peak decreased as the source position was moved
farther from the center. Therefore, if the true FIs are distributed to an
area that is less than 90 deg, the estimated FIs are judged to be right.
In the remaining area, the second interacting detector judged the FIs.

Fig. 7. Distributions of Compton scatter angles of the LSO crystals calculated from coincidence LOR information with several DOI resolutions and several source positions for
the point source. The solid line shows events with true FI estimation and the dashed line shows events with false FI estimation.
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Table 1 shows the correct answer rate of FI estimation of the LSO
crystals for several source positions using the proposed method. The
correct answer rate for only preprocessing was less than 50%. As the
source offset position became farther from the center of the FOV, the
correct answer rate of only preprocessing decreased. On the other
hand, using the proposed method, the correct answer rate improved
to 70–80% for 10-mm DOI resolution. Also, as the DOI resolution was
improved, the correct answer rate was improved.

Fig. 8 shows error distance distributions of only false FI
estimations for the point source with several DOI resolutions at
0 mm offset position for the LSO crystals. Total count of the false FI
estimation of the 10 mm DOI resolution could be reduced sig-
nificantly using the proposed method. As the DOI resolution was
improved, the number of false FI estimations became smaller.
Table 2 shows mean error distances of FI events of the LSO crystals
for several source positions obtained using the proposed method.
As the DOI resolution was improved, the mean error distance
became smaller.

3.2. Cylinder phantom

Fig. 9 shows distributions of Compton scatter angles calculated
from coincidence LOR information with several DOI resolutions

Table 1
Correct answer rate of FI estimation of the LSO crystals for several source positions
using the proposed method.

Offset
position
(mm)

Correct answer rate of FI estimation (%)

Only
preprocessing

Proposed method

10 mm
(2 Layers)

10 mm
(2 Layers)

5.0 mm
(4 Layers)

2.5 mm
(8 Layers)

1.25 mm
(16 Layers)

0 50.8 71.6 75.5 80.8 86.7
50 30.5 77.8 83.5 86.7 87.9

100 29.8 81.2 82.2 81.9 80.6

Fig. 8. Error distance distribution of only false FI estimation for the point source with several DOI resolutions at 0 mm offset position for the LSO crystals.

Table 2
Mean error distances of FI events of the LSO crystals for several source positions
using the proposed method.

Offset
position
(mm)

Mean error distance (mm)

Only
preprocessing

Proposed method

10 mm
(2 Layers)

10 mm
(2 Layers)

5.0 mm
(4 Layers)

2.5 mm
(8 Layers)

1.25 mm
(16 Layers)

0 2.0 1.2 0.9 0.7 0.5
50 4.3 1.2 0.8 0.7 0.7

100 5.2 1.0 1.0 1.2 1.4

Table 3
Correct answer rate of FI estimation for the cylinder phantom using the proposed
method.

Scintillator Correct answer rate of FI estimation (%)

Only
preprocessing

Proposed method

10 mm
(2 Layers)

10 mm
(2 Layers)

5.0 mm
(4 Layers)

2.5 mm
(8 Layers)

1.25 mm
(16 Layers)

LSO 34.6 72.8 78.5 83.1 87.2
GSO 39.6 73.1 80.1 84.8 88.2
GAGG 42.4 71.8 79.8 84.8 86.9
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and several types of scintillator crystals for the cylinder phantom.
Also, Table 3 shows the correct answer rate of FI estimation for the
cylinder phantom using the proposed method. The correct answer

rate using only preprocessing decreased, as the effective atomic
number of the scintillators was high. On the other hand, we
observed no difference among types of scintillator using the
proposed method. As the DOI resolution was improved, perfor-
mance of FI estimation was improved as well as the point source
results.

Fig. 10 shows the error distance distribution of only false FI
estimations with several DOI resolutions for the LSO crystals and
the cylinder phantom. Table 4 shows mean error distances of FI
events for the cylinder phantom obtained using the proposed
method. As the effective atomic number of the scintillator was
lower, the mean error distance was larger.

Table 5 shows sensitivities for several detector configurations
using the proposed method. Sensitivities could be improved for all
detector configurations by using single photons interacting with
multiple detectors. Especially, the proposed method was efficient
when the effective atomic number of the scintillator was low.

3.3. NECR

Fig. 11 shows NECR curves with the three types of scintillator
using the proposed method for the cylinder phantom. NECRs with
LSO, GSO and GAGG crystals at the 400 MBq were improved by
about 27%, 40% and 50%, respectively. In this case, random and
scatter coincidences were increased as well as the true coinci-
dence. However, the proposed method showed sufficient improve-
ment of the NECR.

Fig. 9. Distributions of Compton scatter angles calculated from coincidence LOR information with several DOI resolutions and several types of scintillator crystals for the
cylinder phantom. The solid line shows events with true FI estimation and the dashed line shows events with false FI estimation.

Table 4
Mean error distances of FI events for the cylinder phantom using the proposed
method.

Scintillator Mean error distance (mm)

Only preprocessing Proposed method

10 mm
(2 Layers)

10 mm
(2 Layers)

5.0 mm
(4 Layers)

2.5 mm
(8 Layers)

1.25 mm
(16 Layers)

LSO 3.5 1.3 0.9 0.7 0.6
GSO 3.5 1.6 1.1 0.9 0.7
GAGG 3.5 1.7 1.1 0.9 0.8

Table 5
Sensitivities for several detector configurations using the proposed method.

Scintillator Sensitivity (%) Gain (%)

Conventional Proposed method

LSO 1.28 1.66 29.3
GSO 0.77 1.14 48.7
GAGG 0.62 1.01 62.6
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4. Discussion and conclusions

In this work, we evaluated effect of sensitivity improvement
using Compton kinetics in several types of scintillator-based DOI-
PET scanners. Using the coincidence LOR information, our pro-
posed method promises to improve the sensitivity considerably
while maintaining spatial resolution, when effective atomic num-
ber of a scintillator is low. Also, we showed that FI estimation
accuracy was improved, as DOI resolution was higher. On the other
hand, the energy information did not support identification of the
FI. This is because the energy resolution of the scintillator detector
is poor compared to that of a semiconductor detector.

The number of events interacting with multiple detectors
depends strongly on effective atomic number of the scintillator.
The effective atomic numbers of GSO and GAGG crystals are lower
than that of LSO crystal. However, these scintillators have other

merits compared to the LSO crystal. For example, the GAGG crystal
has higher energy resolution than that of LSO crystal. Also, GSO
and GAGG crystals are scintillators without intrinsic radioactivity.
Therefore, the proposed method can compensate for the lower
sensitivity of these scintillators.

In general, DOI information can minimize the effect of the
crystal penetration of obliquely incident gamma rays. Then, the
DOI-PET scanner can position detector rings closer to a patient for
higher sensitivity. The proposed method is expected to improve
sensitivity further using events interacting with multiple detec-
tors. However, for accurate FI estimation, the detector must have
high DOI resolution. Currently, many researchers continue to
develop DOI detectors to achieve higher DOI resolution. Our X’tal
cube detector also promises high FI estimation to achieve isotropic
3D positioning detectability.

The DOI-PET scanner designs have a larger occupancy of the
FOV relative to the detector ring than a conventional PET scanner
because the DOI-PET scanner designs allow a larger irradiation
angle into the detector. As the radioactive source is set farther
from the center of the FOV, the number of events interacting with
multiple detectors is increased. Also, the event with a large
irradiation angle is favored over events interacting with multiple
detectors even when the Compton scatter angle is small. This
means the assumed prepossessing of the FI judgment rule is
incorrect as shown in Table 1. The proposed method improved
the FI estimation accuracy for evaluation of the Compton
scatter angle.
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Fig. 10. Error distance distribution of only false FI estimation with several DOI resolutions for the LSO crystals and the cylinder phantom.

Fig. 11. NECR curves with several detector configurations using the proposed
method for the cylinder phantom.
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