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Abstract

This article gives a summary of the primary energy estimation by observing ultra-high energy cosmic ray induced extensive
air showers (down to the EeV energies — the energy range of the Japanese AGASA expefongetihisarticle: S. Yoshida,
C. R. Physique 5 (2004).
0 2004 Académie des sciences. Published by Elsevier SAS. All rights reserved.

Résumé
Mesure de I'énergie des rayons cosmiques au-dela du Ee¥kt article est un résumé des méthodes utilisées pour la mesure
de I'énergie des gerbes atmosphériques créées par les rayons cosmiques d’ultra-haute énergie (a partir de I'EeV, domaine de

I'expérience japonaise AGASARour citer cet article: S. Yoshida, C. R. Physique 5 (2004).
0 2004 Académie des sciences. Published by Elsevier SAS. All rights reserved.
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1. Introduction: overview of the detection techniques

The intensity of Ultra-High Energy Cosmic Rays (UHECR) is unfortunately painfully low: 1 event péskand per
century for particles with energies greater thag®16V. Consequently their observation requires detection techniques with a
huge acceptance which have always been challengingltbimcause of technological dreconomical difficulties.

The good news is, however, that an UHECR particle emgethe atmosphere does not penetrate but collides with air
molecules to initiate shower cascadesliag up with billions of sub-particlesdfore reaching ground surface. These sub-
particles, which mainly consist of electrons, positrons and photons, form a disc of particles looking like a pancake with a radius
increasing with energy, up to several kilometers. Therefore just sampling the particles inside the disk can be a reasonably good
way to measure the UHECR properties. Air itself is a good target material and also a good calorimeter. The shower cascade in
air initiated by cosmic rays is called Extensive Air Shower (EAS) which has been playing a key role in the detection of cosmic
ray particles. There are two types of detection techniques available to measure the energy (as well as the arrival directions and
mass composition) of the primary UHECR particles: the Ground Arrays and the Fluorescence Detectors.

The two methods are highly complementary: the ground array method measul@ethldevelopment of EAS cascades.

The dynamics to determine the behavior of the lateral spread of particle distributions in EAS is well understood and rather
reliable, regardless of the mass of the primary cosmic rays, but some uncertainties remain due to our incomplete knowledge
concerning the hadroniateractions and the multiple scattering of secaypddectrons. The fluoreence method observes the
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longitudinal development of cascades. It is similar to the concept of calorimetric detectors in high energy physics, since the
fluorescence light generated by the charged particles in the shower is proportional to the energy deposited in the atmosphere.

These two methods are complementary since they view different components of the EAS. The ground array observes the
particles at~1 km away from the EAS axis while the fluorescence method is sensitive to particle energy distributions very
close to the shower axis, typically less than 100 m. Therefore, both methods have their own advantage and disadvantage as far
as the energy estimation is concerned. In the following sections, we discuss how to deduce the primary energy and the possible
sources of the systematic uncertainties.

2. The ground array method
2.1. Overview

The ground array experiments sample the charged secondary shower particles as they reach the ground. They determine
the primary energy from the particle density, the arrival direction from the detector trigger times, and may infer the primary
chemical composition from the ratio of theuwn to electron component. Thepical detection system is an array which consists
of distributed surface detectors such as plastic scintillators across a large area to measure the density of charged particles —
mainly electrons and positrons — reaching the detector. Each sdd&agtor essentially measures the energy deposit of charged
particles penetrating the detector. This can then be converted to a number of particles by normalizing it with the energy deposit
of a muon. Another technique consists in deploying tanks filled with water. The particle density (electrons, muons and photons
converted into electron—positron pairs) is estimated byGheenkov light they generate in the water. Both detectors aim at
measuring the lateral distribution of particles in the EAS, i.e., the particle density distribution as a function of the distance from
the shower core. This is the so called ‘lateral distribution function’ (LDF). The required area over which the particle counters
are distributed is related to the rate of events initiated by UHECRs and the separation of the detectors is optimized to match the
size of the footprint left by the EAS on the ground. Fig. 1 shows an example of event detected by the Akeno Giant Air Shower
Array (AGASA) [1] whose detector separation is about 1 km. The particle density is estimated by measuring the intensity of
scintillation light generated bye energy lost by the particles the scintillators. Thaveraged energy loss is about 10 MeV for
a plastic scintillator of 5 cm thickness which is 0.14 times the electron radiation Iengthtﬁﬁ?)g

The primary energy of an UHECR is proportional to the total number of particles in the EAS, which cannot be measured
directly for obvious practical reasons. Instead the ground array method uses the fact that the number of particles at the maximum
of an EAS cascade development is a good indicator of the primary energy. It has been found that

E =1.4GeVx Nmax. (1)

where Nmax is the number of particles at the shower maximum. Because of this relation, the ground array method, essentially
one layer sampling of EAS cascades, is reasonably good erioughtimation of primary energy of cosmic rays.
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Fig. 1. A typical EAS event detected by the Akeno Giant Air Shower Array (AGASA). Left: lateral distribution of charged particles detected
by AGASA. Right: map of the density distribution of the event. Thdaue of each circle is proportional to the particle density. A cross shows
the estimated location of the shower core.
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In practice, however, the energy determination based or{l§ds not feasible because with this method one must always
detect an EAS at its maximum. The atmospheric slant depth (total thickness of air seen by the shower) actually depends on the
zenith angle at which an UHECR patrticle enters the atmosphere and the showers often reach the detection level well after their
maximum in the cascade development. Moreover, the shower maximum fluctuates considerably from event to event because of
the stochastic nature of the hadronic cascades along the shower axis. It is necessary to establish a method which is less sensitive
to the absolute position of the shower nmaxim in an individual event. Also it shoul&emoted that the method based on Eq. (1)
to measure the primary energy would have technical difficulties since the estimatMpagfmust rely on the measurement
of particle densities close to the core where, in most cases (giant arrays with wide detector separation), there are no particle
counters to record the density.

These considerations led to a suggestion by Hillas thafflttetuations of the particle densities far from the core are
reasonably small and hence the LDF at such distances (a few hundred meters to one kilometer) can be a good energy
indicator [2]. Monte Carlo simulations have indeed shown that the density far from the core is quite stable, it is proportional
to the primary energy and is only weakly dependent on the hadronic interaction process and on the primary composition of
UHECR particles. This is due to the fact that shower particles far from the core are produced at an early stage of the shower
cascading and scattered out by the well understood Coulomb interaction. The particle density 600 m from the shower core,
$(600), has been used to determine the primary energy as shown in Fig. 1. The conversion factii6fomo E depends on
the type of detectors and on the altitude of the site where the array is located. For the AGASA using plastic scintillators of 5 cm
thickness, we find

E —2.03x 10L7( 5609 ev, 2
1m2

by using the COSMOS shower simulation program. For the next-generation experiment, the Auger observatory [3] for which
currently watetCerenkov detectors are deployed, this empirical formula becomes

E=525x107( 5099 oy 3)
1m2

if the detectors were located at sea level. This difference mainly arises from the fact that signals iGavatdov detectors
mainly come from muons that penetrate théedeor while the plastic sciiflator is more sensitive to low energy electrons and
photons.

2.2. The analysis procedure to estimate the primary energy

In the previous section, we explained the basic ideas on how to go from the measured density at, say, 600 m from the
shower core to the primary energy. Recently more modern Moat Gimulations including full detector simulations (e.g.,
the response of the plastic scintillators teettons and photons) have been carried oebttfirm that Eq. (2) represents fairly
well the reality [4]. Fig. 2 shows the relation obtained by the AIRES Monte Carlo simulation [5] package with the AGASA full
detector simulation. The hadronic interactions are assumed to follow the QGSJET model [6], which includes minijet production
in hadronic interactions and has been considered to be theuiest ® reconstruct the EAS parameters at low energies and to
extrapolate them to the UHE region. A fairly good agreement is found between the conversion factor given by Eqg. (2) and the
recent estimations. The difference has been found to be about 20%°a\10

In the energy conversion relatio$i(600) is the density for vertical air showers at the Akeno altitude (900 m above sea level).
Showers initiated by UHECR patrticles entering atmosphere at a zenith @nglehave smaller densitieSy (600 since the
atmospheric slant depth for those showers is larger. This attenuation effect of the density has been measured by ‘equi-intensity
cuts’ on the integraby (600) spectra, based on the assumption that the rate of showers above certain primary energy does not
change with atmospheric depth. Fig. 3 shows the measured attenuation cus@&9@ffor five different intensities (hence
different primary energies). The measurements, in case of AGASA, can be approximated by an exponential function [7]:

X X
Sp(600) = S(600) exp[— 5—0%(se09 —1- 5—904 (se® — 1)2], 4)

whereXg is 920 g cnr2, the atmospheric depth at Akeno.
2.3. Energy resolution and systematic errors
In the AGASA experiment, the resolution on the energy is directly related to th&i69). The accuracy 0§(600) depends

on the fluctuations in the shower development, and on the resolution of the scintillation detector, on statistical fluctuations of
particles hitting each surface detector. Fluctuationss @00 due to the cascade development have been studied in detail by
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Fig. 2. Relation betweefi(600) and primary energy estimated based on the QGSJET model.
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Fig. 3. Variation ofS(600) with the zenith angle obtained by using the method of ‘eqtéssity cuts’. The solid curves correspond to the most
probable attenuation curve represenity Eq. (4) derived from integra(600) spectra.

Monte Carlo methods. Its dependence on the shower zenith anglE5%6 for vertical showers and 40% atd = 45° for EAS
with energies of 18 eV. The FWHM (full width at half maximum) of the scintillation detector yielchisB0% for a vertically
incident particle on the scintillator. This means our detector resolution258% in case of 10 particles crossing the detector.
The simulation including all these fluctuations gives the overall energy resolitR9%6 for events withe > 10'° eV and
sed < 1.4 [8].
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Systematic energy uncertainties arise from systematic errors in the calibration of each detector, but also uncertainties in the
shape of the LDF, in the attenuation curvesg600), and in the energy conversion from tRé600) parameter. Let us consider
each contribution.

e The uncertainty in the calibration of each detector is mainly caused by variations of the gain and linearity response of the
amplification system. The gain has been determined in every run by monitoring the pulse spectrum of vertical muons. The
detector linearity can also been monitored by the spectral slope of the pulse height distribution. The result is that the overall
uncertainty due to the detector calibratiomi$% for recording 100 particles per detector.

e The probable systematic errors due to limited accuracy in the determinatipmdahe LDF have been discussed in the
literature. The LDF obtained by the AGASA measurement is given by [7]:

R —-1.2 R —(n—-12) R 29-0.6
W”ZC(@) (”m) [“”(m)] ’ 5)

n=397—-179sed —1).

Here Ry, is the Moliere radius (91.6 m at Akeno), calculated at two radiation lengths above the central laboratory at the
Akeno ObservatoryC is a normalization factor angl is a parameter which determines the slope of the LDR at Ry, .

The processes to search for the arrival direction and the core location are repeated several times to give the most probable
values. Then the particle density at 600 m from the c§§€600), is calculated using the best estimated core position and

the LDF. The systematic deviation 5{600) due to the uncertainty in the LDF was found to-be:5% for almost vertical
showers,~4+10% for showers with set= 1.4, and~ +20% for showers with set= 1.6.

e The limited accuracy of the attenuation curve represented b{4rqlso generates uncertainties in the estimated value of
S(600) after conversion fronsy (600). The conservative estimationis20% for events with set= 1.4.

o It is more difficult to evaluate the uncertainties in the energy conversion relation given by Eq. (2) because it relies on the
shower cascade simulations with incomplete knowledge of the hadronic interaction at ultra high energies. The insensitivity
of the S(600 to the interaction model does not totally exempt its model dependence. But there are some clues. The
recent Fly’s Eye, AGASA and Yakutsk data favor models with a dissipation of energy faster than in scaling models and
limit the allowed variations of hadronic interaction models. The AIRES Monte Carlo simulation using the QGSJET and
SIBYLL models both of which exhibit a quicker dissipation has shown that the systematic difference due to the model
dependence is likely to be less than 40% fof%@V cosmic rays no matter if they are protons or irons. There is a
difference between QGSJET [6] and SIBYLL [9] or between proton and iron showers but it should be noted that any
combination assigns a higher energy than that estimated by Eq. (2) based on the COSMOS program [10]. We should keep
this trend in mind in interpretating the observed data. The less significant systematic error also arises from the dependence
on the lateral distribution of electrons (LDE) used in the simulation, where the analytical LDE function is applied to each
electron after its generation in the shower development. Details of the LDE and the value for the radiation length at the
observation level differ in various calculations, but the resultant systematic errors due to the LDE may not be significant,
since electromagnetic cascades may be scalable to the highest energy. More experimental estimations of the systematics
have been made by comparison of the AGASA relation, Eqg. (2), to those by the Yakutsk group where they measure energies
carried by electromagnetic components and muons (neutrinos), not only on the surface and underground, but also in the
atmosphere by detecting tierenkov light emitted by the EAS. It is found tithe conversion relation determined from
the Yakutsk experiment is 15% larger than the relation by Eq. (2), much less than the conservative values obtained by
simulation with the QGSJET and the SIBYLL models.

3. The air fluorescence method

The air fluorescence technique consists in detecting the EASshyéeasurement of the ultraviolet fluorescence of molecular
nitrogen generated by the air shower particles. Uniilarenkov radiation, this fluorescence is isotropic and hence it can
be seen from any angle by appropriate detectors. This fluorescence yields about four photons per meter of ionizing particle
trajectory along the EAS axis, which are collected by a lighilector system such as reflection mirrors and recorded with
a ultraviolet-sensitive camera like a masaif photomultiplier tubes. As an air showeascade develops, emitted ultraviolet
photons, passing through the field of view of the optical detectors, generate time-dependent signals. This defines a moving
track through the atmosphere, from which one can reconstruct the longitudinal shower profile. The integral of the reconstructed
profile is directly proportional to the priany energy of a UHECR initiating the EAS. Bmethod is essentially calorimetric.
It consists in measuring the total energy deposit in the gbimare by the charged particles. It does not need a complex Monte
Carlo simulation to determine the energy scale, which would be required in the ground array technique. The identification of the
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primary particle is made by examining the shape of the longitudinal profile of the shower. The atmospheric depth of the shower
maximum (Xmax) is a good parameter for the identification. This technique has a great potential to discriminate gamma rays
and neutrinos from cosmic ray hadrons, which is an important experimental signature in the search for the origin of UHECRSs.

3.1. Overview

General features of the fluorescence method using an optical detector which consists of a system of mirrors and light
collecting opto-electronic devices (phototubes, pixels) can be easily obtained by the following arguments [11]: a signal in a
phototube is significarfor the reconstruction of an event only if it cetits more air fluorescence light emitted by the shower
track than the fluctuations of the night sky background light during its integrationsgjgpe Part of the fluorescence light is
scattered out on its way to the detector due to collisions with the air molecules (the Rayleigh scattering) or with dust, pollution,
fog, and clouds (the Mie scattering). The expected air fluorescence signal is thus given by

Noh = A"‘4"7N2eQ ex Q)eeﬁrpAe, )
Trp o
wherer, is distance to a fluorescence emission point along the shower axis from the detggtas, the area of the mirror in
the detector]Ne is the number of electrons in the shower cascade viewed by a given photgjlibehe extinction length of
light due to the atmospheric scatterirgs is the fluorescence light yield from an electron (in photons per metg)is the
phototube pixel size (field of view) ang is the quantum efficiency of the phototube. The background light is given by

NBG = nNBlgateAmir Q(A0)2, @)

wherenng is the night sky photon intensity anghteis the gate time for collecting the signal. Then the signal to noise xgfio
gives the threshold shower electron size for triggering a channel as a funciigrasffollows:

r —1 |"NBlgate
Neth=nthdrr exp(—p>e — (8)
© b ro eff AmirQ

Whenr, > rg, which is the most frequent case, this equation can be written as

| ro \™*° 2( p
=7.54 — .23x 1074 ——
0g Ne th 5 +<8km) 8.23x 10 <1km>

-1 -1
ro eeff Rmir nNB fgate
* Iog[nth<m> (4 m—1> ( 1 m) \/<106 m—2 srlus—1> (WS)] ®)

where Rpyr is the radius of the mirror an@ is assumed to be 30%.
The atmospheric slant width over which the shower cascade contains more electrons than this thresNglg size be
numerically obtained as the following expression:

X799%= X, (Ne > Ne,) = 100(~1 — 8 +2) [g/cn?].

E (10)
n= IOg(Ne,th) - lOg< 1 GeV) '

Using Eq. (9), can be written as a function of, and thusx }9°%is a function ofE andr,. To trigger showers with a given

geometry and energy(}OO%> 0 must be required, which leads to a maximum shower distance at which the optical detector
will trigger:

max r0 4/5
rn :12.15<8km> £ [kml, (11)

where

_ E o eet \ 1( Rmir\ * nNB Igate
r=27+100( ggy) ~os (i) () () J(mmz—ww)(as)} (12

At 101%eV with ngh = 2 (20 deviation) therrg“ax~ 29 km for the detectors operating in a desert atmosphere.
From the arguments above, general consequences on this detection method can be obtained. First the typical distance scale
to observable EAS from the optical detectori80—40 km as expressed in Egs. (11) and (12) which depends only weakly on
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the detector parameters such as the mirror area and the pixel size of a phototube. This is because most of the light produced by
the shower is scattered out by the Rayleigh and Mie processes and is therefore significantly reduced. The exponential term in
Eq. (6) dominates in the overall contributions. This consiti@ndeads to the second consequence: the atmospheric monitoring
to measure the extinction lengtp is crucial. The primary energy of an UHECR patrticle is approximately proportional to the
signal from the initiated air shower and Eq. (6) shows that the uncertainty on the energy determination is related to the extinction
length as
AE rpAro (13)
E ro 1o

This means that we must determirgwith an accuracy of 5% to estimate the energy of events2 km from the detector with
a systematic error of 10%. This is challenging, but notimpossible because contribution of the Rayleigh scattering dominates over
the Mie scattering process in the fluorestetight propagation and effects of the Rayleigh scattering can be accurately predicted
because it is a rather simple electromagnetic process. Lots of methods to measure the extinction length have been proposed
and performed [12,13]. They are based on measurements of laser and ‘flasher’ shots fired through the detector aperture [14].
Two approaches are possible. One uses selected geometries to deconvolve the effects of the Mie scattering and measure the
transmission rate. The second fits an aerosol model to thevalokdata to determine the model parameters. These parameters
include a horizontal attenuation length, an aerosol scale height, and a scattering dependence or phase function. More technical
details can be found in [14].

One more consequence from these arguments is that the estimation of the primary energy relies on the geometrical
reconstruction of observed events because the intensity of the signal strongly depepdssaxpressed in Eq. (6). An ultra
high energy EAS can only produce very weak signals if it is very far from the detector, in contrast to the ground array technique
where the higher energy event has a larger and denser footprihearray surface. Therefore the accuracy of the geometrical
reconstruction is important not only for studies of the arrival directions, but also for a reliable energy determination. Fortunately,
the achievable resolution of the geometrical reconstruction is good enough since the event geometry can be deduced by not only
the geometrical information of the recorded event track in the camera but also by its timing information. In other words, the
signal profile in intensity and time strongly depends on thedet-shower axis geometry. Fig. 4 illustrates how the event
geometry determines the signal profile. Provided the data recording system is capable of sampling the signal from the shower
with constant frequency, the longitudinal directi@p of the light spot seen by the statiolong the shower track is related to
a given event geometry and relative timing of tith sampling as follows.

Ng -
aj:n—z//i—Ztan’l[RiiGj—to— s ’)] (14)

P C

whereRj;7 is the impact parameter from statigmy is direction of the shower axis; is the vector from the station to the core
position, andg the absolute origin of the timing. Consequently the signal profile at every sampling time, i.e., how the light spot
crosses the phototube, is a function of the geometrical parameters via Eq. (14). Good geometrical resolution is hence obtained
by minimizing they 2 built by comparison of the prediction of the signal profile by Monte Carlo simulation with the recorded
profile at every sampling frequency. Another key to a good resolution is to achieve a stereoscopic view of the shower profile.
This is made possible by having two or more stations of optical detectors with 10-40 km separation. Then one has a model
independent way of checking the resolution of the energy and depth of shower maxixmws.(This way, the energy and

Xmax are measured independently by each station. Comparing them with the stereoscopic reconstruction improves strongly the
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Fig. 4. Geometrical relations betweeretbvent track and the optical detectors.
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resolution without relying on a complex Monte Carlo simulation. In today’s fluorescence detectors, the stereoscopic observation
capability is seen as a mandatory function.

3.2. Calorimetric energy measurement

The calorimetric energy measurement is the main advantage of the air fluorescence method. The total energy deposit in the
atmosphere is

fpdeposit_ / dX Ne(X)a(e, S(X)), "

whereNe(X) is number of electrons in the shower as a function of depth in the atmosphere and¥nkaneasured in unit of
g/cm?. The longitudinal shower profil&/e(X) is analytically well described by the Gaisser—Hillas formula:

X—-X1 >(X'nax_xl)/}L exp( Xmax— X)

- (16)

Ne(X, Xmax. X1, Nmax) = Nmax(
Xmax— X1

Here Xmax is the shower maximuni 1 is atmospheric depth at the first interaction point of the showerjasthe attenuation
length which is approximately YQ/gmz. The parametear in Eq. (15) is the energy loss per charged particle in air via ionization,
which is given by [15]

dE
ale, S(X)) = / dEed—Xene(Ee, 9), 17)
&

wherene is the differential energy spectrum of electrongeddX is the ionization loss rate for an electron as a function of its
kinematic energye ande is the threshold energy in this integral, which is presumably zero in real events. Fin&lyis the
‘age’ parameter, which is defined as

3(X — X1)

S(X)= ) 18

(X = X1) +2(Xmax— X1) (18)
The number of the fluorescence photons is given by

fi
N, = / dx Ne(X)d—X / dEed—Lne(Ee’ ), (19)
&
where d’ﬂ/dL is the air fluorescence yield in photons per unit length which can be formalized as [16]

drf 1dEe 1dEe A

— =K T T)=Kk""—— Pu—— 20

dL ax /D ax Z’O1+Bipﬁ (20)

i

Herep is the air density [gcrr13], T is the temperature [K], and; and B; are the constant coefficients to take into account its
dependence on the wavelength. The normalization coeffigiethosen so that

(dEe>
k=[—
dX J(E.=1.4 MeV]

for practical reasons. The fact that the fluorescence yield is proportional@d as expressed in Eq. (20) guarantees that the
fluorescence detectors can measBf€POSitin a calorimetric way. Comparing Egs. (15), and (17) with Eqg. (19), we get

~ 1.668 MeV/g/cm? (21)

dedeposit  gnfi

Y -1
ax  —a < eD (22)

which is independent af (e, S) and directly shows the calorimetric energy measurement.
It should be remarked, however, that it is necessary to calaulates) to obtain the longitudinal shower profilée(X) from
the measured number of fluorescence phomflsFrom Egs. (15), (19) and (20), we see that the reconstructed shower profile
N{ECis given by
dNﬂ
N, &) = k"o, Tha " He, 5). (23)

Calculation ofa (e, S) relies on Monte Carlo simulations, and for technical reasons the threshold eneegnot be set at
0 MeV. The values = 0.1 MeV has been often used in the actual simulations. The reconstructed shower NESfil®)
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is a function ofe, and therefore depends on simulation and (weakly) on the mass of the primary particles. However
Xmax (a parameter of paramount importance to identify the primary UHECR particles) is mainly determinge, 5y at
around S = 1. Its value is then very stable and almost independent of the primary mass and energy. The current value is
(0.1 MeV, 1) ~2.19 MeV/g/(:m2 [15]. Hence there are no major systematic uncertainties coming from the simulation in the
evaluation ofXmax. Note that Eq. (23) also gives

gdeposi / dX NES(X, e)a (e, S(X)) = / dX Ne(X)a (0, S(X)) (24)

indicating again that the deposited energy measurement is independeahdffree from assumptions in the shower Monte
Carlo simulations.

For most of the observed events, however, the primary energy measurement partly relies on the reconstructed shower profile
NLEBC(X, ¢) derived by the simulation-dependent procedurena S) because only a part of the longitudinal profile is usually
within the field of view of the optical detectors and we must extrapolate the invisible part of the profile by the Gaisser—Hillas
formula with Xmaxand X1 determined by the detected part of the profile. The detected signal intensity per unit length in number
of photoelectrons per meter is relatedNg§Fe(X, ¢) as follows:

dNpe _ NEC(X,e) 4

=———>—k “f(p.Dale, S)Amir/d/\ Ty (M) eXIO[—

m 4
dL arr2 R x )]fﬂ(/\)é?det(/\% (25)

AXdet<400 n
where A X et is the atmospheric slant depth between the location of a mirror and the light-emission point along the shower
axis, ff(») is fluorescence wavelength spectrufjy is the light propagation transmission factor, taking into account the Mie
scatteringa g is the extinction length of the Rayleigh scattering aggk(2) is the overall detection efficiency determined by the
guantum efficiency of the phototube, transmission factor of the optical filters, reflectivity of the mirrors, dead space of a camera
and so on. This equation is essentially equivalent to Eq. (6) but takes into account the dependence on the wavelength. Then
the reconstructed//€°(X, ¢) gives E9ePOSithy the energy integral of Eq. (15). It should be noted that this integral is mostly
determined by the shower profile at aroukighax. Therefore, as long as the profile around the shower maximum is directly
viewed by the detectors, the dominant contribution in the energy integral is given by the calorimetric measurement as expressed
by Eq. (22) and the resultant energy deposit measurement is almost independentsof

Itis true thatE9ePositis calorimetrically measured, but the primary energy of an UHECR padiialeuld not be same as
E9eposithecause a part of the primary energy is taken by neutrinos, high energy muons and nuclear excitation.)=vay for
induced showers there is a tiny ‘missing energy’ because of the photo-nuclear interactionsahg thpair production. The
missing energy fop -ray induced showers is only 1% of the primary energy while that of hadronic showers is not negligible
and some corrections are necessary. However, the correction fecreases with increasing primary energy because charged
pions produced in more energetic showers are more likely to interact than decay into muons and neutrinos. The simulation
study [15] using CORSIKA [17] shows

Edeposi —0.15
=0.959—-0.082 —=—

(1018 eV>
This factor depends on the primary mass and there is about 5% difference between proton and iron-induced showers. The above
function is an average of both.

[ deposit

(26)

3.3. Systematics errors
Let us summarize the sources of systematic uncertainties in the energy estimation.

e Uncertainties in the PMT quantum efficiency, the PMT/preamp gain, and the mirror reflectivity
The absolute gain and sensitivity of the detector must be calibrated and monitored. In the ground array method, signals
from local muons passing through the particle counter are a good reference for the absolute calibration. It would be more
difficult in the case of air fluorescence detectors, howewarabse there is no absolute light candle in nature. The standard
procedure is to compare the signals produced by stable light sources such as UV LEDs, xenon flashers, and YAP pulsars
equipping the optical detectors to those processed in the absolute calibration of the phototubes and electronics. Holding the
overall uncertainty below 10% is the current reasonable goal for the calibration.

e Uncertainty in the fluorescence yield
Measurement of the energy deposit by the EAS relies on the fluorescence yield as expressed in Eq. (22). The yield has been
well measured in a laboratory experiment [16]. However, the fluorescence yield for low energy electrons (below 1 MeV) is
not quite understood, and the uncertainty is estimated1£1%.
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e Missing Energy
As already described, the energy carried away by neutrinos and high energy muons in air shower cascades cannot be
directly measured and must be estimated by Monte Carlo simulations. The correction factor depends on primary mass and
there would be a 5% difference between proton and iron-induced showers [15]. This results in an unresolved systematic
uncertainty in the primary energy estimation.

e Atmospheric extinction
Measurement of the atmospheric extinction length determines the dominant conversion factor from the number of
photoelectrons recorded by the detector to the number of fluorescence photons radiated by the shower. As already noted,
this may be the largest correction in the energy determination. The current goal is to keep the accuracy on the determination
of the extinction length at the 10% level.

4. Reconstruction of the energy spectrum

The energy spectrum of UHECRSs is a key clue for the understanding of the origin of UHE patrticle production. In order
to reconstruct the spectrum, it is not only necessary to determine the energy of an individual event but also to calculate the
detection efficiency, i.e., thepertureof the detector. The number of events per energy decadgd bg £, which is directly
measurable, is related to the differential fli&F) = dF /dE:

log E4+0.5AlogE

dN In10
diogE = TAIogE /dQ / dlogsJ(s)eA(loge, 2). (27)

logE—0.5AlogE

Here T is the observation time? the solid angleA the aperture as a function of the solid angle and energy. The bin size
Alog E being narrow enough, the log-differential flu¥'ddlog E is approximately given by:

dr dNv
~ AlogE|T 2
dlog dlogE 9 ( /d

log E4+0.5A logE

-1
dlogeA(loge, Q))
logE—-0.5AlogE
log E+0.5A log E

-1
:AN(T/d.Q dIogsA(Ioga,Q)) . (28)

log E—0.5AlogE

As indicated in the equations above, the aperttifg E, w) is essential in the flux estimation. Generally one must rely on
proper Monte Carlo simulations to determine the aperture, which is always a source of systematic uncertainties. The efficiencies
of the experimental trigger, the detector performance, and tieetde dead time determine this factor and a careful comparison
between the Monte Carlo predictions and observables is necdssayeliable aperture calculation. This is a critical aspect

of the fluorescence technique: the aperture increases with energy since the higher energy events produce enough light to be
detected at large distances from the detector, as indicated in Eqgs. (11) and (12). It also strongly depends on the atmospheric
extinction length [represented asin Eq. (11)] and an accurate understanding of this parameter is also required.

The aperture estimation is much simpler for a ground array. The total aperture depends mainly on the array geometry. For
events with energies well above the triggering threshold, the aperture becomes independent of energy and is determined by
the surface of the array and the solid angle which, for practical reasons, the incident directions are limited to by the detection
technique. Under stable conditions, no Monte Carlo simulation is needed for this purpose.

It should be remarked, however, that the reconstructed enefd®sthe true energy in all cases, because of the limited
energy resolution. This affects the shape of the energy spectrum. This is an important point in both the fluorescence and
the ground array techniques since we measure a steeplygfaltiamic ray spectrum. For thenergy resolution function
G (Etrue, Eestimate, EQ. (27) is rewritten as

log E4+0.5AlogE

dv In10
dlogE = TAIOgE /dQ / leQE/dgtruef(gtrue)gtrueA(|Og8trues 2)G (etrue, €)- (29)
logE—0.5AlogE

If the apertureA is independent of the energy, and if the energy resolution funeiios Gaussian, one can deconvolute
analytically J from the integration in this equation, but this is not always the case. The energy resolution function is usually
determined by Monte Carlo simulation, but its deconvolution is a rather complicated and sometimes even tricky task. One
method from the Akeno group has been to use Monte Carlo events and determine the aperture so that the output energy
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spectrum reproduces the inpEt 3 spectrum. It works if the true spectrum is not very different from the assumetishape

but this assumption makes it difficult to control the resultant systematic uncertainty. Another approach is to try various input
spectra withE ~7 shapes to fit the experimental data and estimate the ‘true’ power jndégwever, this method also requires

an assumption, namely that the true spectrum follows a power law. More sophisticated methods which allow unfolding the
spectrum without any assumption has been proposed. An example is the ‘regularized’ unfolding method [18] which consists in
finding some base functions and represent any input spectrum by their linear combinations. It requires heavy CPU power but
recent progress in improving the computingyer has just started to make the bias-naéolding posdile. The next generation

of UHECR experiments should be able to address this issue.
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